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Feature Field Rendering of 3D SMoE
Splatting

Background

3D Gaussian Splatting (3DGS) [1] has shown strong performance in real-time radiance field rendering.
This technique enables high-quality scene reconstruction and efficient rendering, which are useful for
applications such as scene editing, visualization, and virtual reality.

In addition to representing color and geometry, recent research [2-4] has started to include feature
fields for scene understanding. These fields store semantic or learned features that describe higher-
level information about the scene. With feature fields, it becomes possible to perform segmentation,
object editing, and content generation directly in 3D space. They provide a way to link low-level
rendering with higher-level scene interpretation.

Problem Specification

The feature field in current 3DGS systems is usually guided by the same function as the radiance field.
Since the radiance field is not edge-aware, it produces blurred boundaries, and this problem also
appears in the feature field. As a result, the semantic features near object boundaries may become
mixed or inconsistent, leading to arbitrary segmentation labels.

Recent studies in edge-aware radiance rendering [5] have shown that sharper boundaries can be
preserved in real-time rendering. It is worth investigating whether similar ideas can also improve the
sharpness and stability of the feature field. The main question is:

How can edge-aware radiance modeling be applied to improve boundary sharpness and feature
consistency in 3D SMoE Splatting [5]?

Suggested Method

This work will apply edge-aware radiance modeling to reconstruct feature fields in the 3D SMoE
Splatting framework. Based on Feature 3DGS: Supercharging 3D Gaussian Splatting to Enable Distilled
Feature Fields [2], this project aims to extend 3D SMoE Splatting [5] with edge-aware and feature-
aware optimization. The goal is to achieve a rendering framework that keeps both visual and feature
accuracy while staying efficient for real-time rendering.
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