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Robust Real-Time 3D Mapping for
Augmented Reality in Dynamic
Environments

Background

Simultaneous Localization and Mapping (SLAM) is a core technology for Augmented Reality (AR). It
allows a device, like a mobile phone or headset, to build a 3D map of its surroundings and
simultaneously track its precise position and orientation (6-DOF pose) within that map. This
capability is essential for AR applications to "anchor" virtual content to the real world, making it
appear stable as the user moves. However, most traditional visual SLAM systems (e.g., ORB-SLAM2)
are built on the "static world assumption," which presumes the entire environment is rigid and
stationary.

Problem Specification

The static world assumption is frequently violated in real-world AR scenarios, such as homes, offices,
or public spaces, which are inherently dynamic. Objects like walking people, moving vehicles, or
opening doors introduce non-static elements into the scene. When a traditional SLAM algorithm uses
features from these moving objects for tracking, it introduces severe errors into its pose estimation,
leading to "drift." Furthermore, these dynamic elements corrupt the 3D map by creating "ghosting"
artifacts, making the map unusable for long-term AR applications. This thesis will address this
problem by designing a SLAM system that is robust to such dynamic content.

Suggested Method

The proposed method is to build a dynamic-robust SLAM system by augmenting a modern baseline
(e.g., ORB-SLAM3). This will be achieved by integrating a real-time deep learning module to
distinguish static and dynamic content.

Dynamic Feature Removal: A parallel thread will run a real-time semantic segmentation network (like
Mask R-CNN) or an object detector (like YOLOVS) to identify potentially dynamic objects (e.g.,
"person," "car") in each frame.

Robust Tracking: Features detected on these dynamic objects will be masked and excluded from the
tracking and mapping processes, ensuring that the system's pose estimation relies only on stable,
static background features.

Static Map Inpainting (Extension): As an extension, the areas occluded by the removed dynamic
objects will be "inpainted" using a generative model. This restores the static background, allowing
the system to extract more stable features from the newly visible area and preventing tracking loss
when large dynamic objects occlude the scene. The system's performance will be evaluated against
the baseline on public dynamic SLAM datasets (e.g., TUM RGB-D).
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