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Abstract
Accurate forecasting of tourism demand is of utmost relevance for the success of 
tourism businesses. This paper presents a novel approach that extends autoregressive 
forecasting models by considering travellers’ web search behaviour as additional 
input for predicting tourist arrivals. More precisely, the study presents a method 
with the capacity to identify relevant search terms and time lags (i.e. time differ‑
ence between web search activities and tourist arrivals), and to aggregate these time 
series into an overall web search index with maximal forecasting power on tourism 
arrivals. The proposed approach enables a thorough analysis of temporal relation‑
ships between search terms and tourist arrivals, thus, identifying patterns that reflect 
online planning behaviour of travellers before visiting a destination. The study is 
conducted at the leading Swedish mountain destination, Åre, using arrival data and 
Google web search data for the period 2005–2012. Findings demonstrate the ability 
of the proposed approach to outperform traditional autoregressive approaches, by 
increasing the predictive power in forecasting tourism demand.
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1 Introduction

With a worldwide turnover of more than 7 trillion US dollars in 2015 and a total 
share of around a tenth of global GDP, travel and tourism significantly contributes 
to the global economy. On a global scale, nearly every tenth job relates directly 
or indirectly to the travel and tourism industry (WTTC 2016). However, the suc‑
cess of tourism‑related businesses, such as airlines or hotels, largely depends on 
the capacity to accurately predict tourism demand. Due to the perishable nature 
of tourism services (i.e. the fact that services ‘perish’ in case of non‑use), accu‑
rate forecasts of tourism demand are of utmost relevance (Frechtling 2002). More 
precisely, for tourism businesses it is pivotal to respond promptly to upcoming 
demand, thus, making limited resources available and ready for co‑creative ser‑
vice production processes (Fitzsimmons and Fitzsimmons 2001; Grönroos 2008; 
Chekalina et  al. 2018). Hence, knowledge about long‑term trends, imminent 
changes and short‑term intra‑period fluctuations of customer demand is essential 
for tourism management in planning resource capacities. Furthermore, predic‑
tions of tourist arrivals help governments in shaping medium and long‑term strat‑
egies for local and regional tourism development and planning (Fuchs et al. 2000; 
Edgell et al. 2008; Pike et al. 2017).

Accordingly, in the travel and tourism domain, the accuracy of demand fore‑
casts can hardly be overestimated for businesses and policy makers, likewise 
(Frechtling 2002). However, predicting future tourism demand is a difficult and 
non‑trivial task, due to the lack of historical data, seasonal fluctuations, influ‑
ences of unexpected events, the variety of input factors and the complexity of 
visitors’ travel decision‑making process (Song et  al. 2010). Therefore, demand 
modelling and prediction has attracted great attention by academics and practi‑
tioners and ranks among the most relevant domains within tourism research.

As potential travellers extensively search the web before visiting a specific des‑
tination (Fesenmaier et  al. 2010), the aim of this paper is to extend the autore‑
gressive time series forecasting approach (i.e. prediction based on past arrivals 
alone) by including travellers’ web search behaviour as additional input for the 
prediction of tourist arrivals. More precisely, firstly, the study evaluates whether 
the inclusion of time series data on web search behaviour can increase the per‑
formance when forecasting tourist arrivals compared to the purely autoregressive 
approach. Second, the study more deeply examines behavioural aspects of trav‑
ellers related to the concrete search terms used in online search for trip plan‑
ning in different sending countries. More concretely, by considering patterns that 
reflect the online planning behaviour of travellers before visiting a specific desti‑
nation, temporal relationships between search terms used and tourist arrivals are 
analysed. The study is conducted for the leading Swedish mountain destination 
Åre, using arrival data and Google Trend‑based web search data of major send‑
ing countries (i.e. Denmark, Finland, Norway, and the United Kingdom) for the 
period 2005–2012.

The paper is structured as follows: Sect.  2 describes related work tackling 
the task of tourism demand prediction when additionally considering travellers’ 



47

1 3

Google Trends data for analysing tourists’ online search…

online search behaviour. Section  3 discusses methodological issues and related 
techniques of data collection and preparation, respectively. Section  4 describes 
the process of model building, while major findings are discussed in Sect.  5. 
Finally, Sect. 6 summarizes the gained insights and provides an outlook on future 
research activities.

2  Related work

Being one of the important areas in tourism research, demand modelling and fore‑
casting has attracted much attention of both academics and practitioners (Weiermair 
and Fuchs 1998; Song and Li 2008). Literature on quantitative demand modelling 
and prediction is dominated by two sub‑categories: non‑causal time series models 
and causal econometric approaches.

A time‑series model explains a variable with regard to its own past and a ran‑
dom disturbance term (Höpken et al. 2017, p. 189). In the past four decades, inte‑
grated autoregressive moving average (ARIMA) models proposed by Box and Jen‑
kins (1970) dominated the tourism literature (Song and Li 2008, p. 210). Similarly, 
exponential smoothing models have appeared in the literature. One of the major 
advantages of econometric approaches over time‑series models lies in their ability 
to analyse causal relationships between the tourism demand (dependent) variable 
and its influencing factors (explanatory variables) (Peng et al. 2014). Recent econo‑
metric forecasting studies have shown strong relationships between tourism demand 
and the following leading economic indicators: Consumer price index, gross domes‑
tic product (as proxy for tourists’ income), exchange rates, interest and unemploy‑
ment rate, money supply (M3), and export/import rates (Song and Li 2008, p. 211; 
Cho 2001). In addition, man‑made events (i.e. especially mega‑events), advertis‑
ing investments (Divisekera and Kulendran 2006; Kronenberg et al. 2016), but also 
crises (e.g. financial crises, terrorist attacks) and natural disasters (SARS, foot and 
mouth disease, etc.), i.e. external shocks, significantly influence tourism demand 
(Höpken et al. 2017, p. 189).

In order to avoid spurious regression results, typically accruing with ordinary 
least square (OLS) techniques if applied to time series data, autoregressive distrib‑
uted lag models (ADML), the error correction model (EDM), the vector autoregres‑
sive (VAR) model and the time varying parameter (TVP) model emerged as the 
main econometric models (Peng et al. 2014). In addition, also the linear structural 
equation model (SEM) has been used for tourism demand modelling (Turner and 
Witt 2001) (see Höpken et al. 2017, p. 190).

New, web‑based data sources, like search engine traffic, web traffic, or cus‑
tomer feedback on online review platforms, typically have a natural relation‑
ship with tourism demand. Since the availability of such ‘big data’ sources has 
increased, they have also been used for tourism demand prediction (Höpken 
et al. 2017, p. 190, 2018; Fuchs et al. 2018). Thus, an increasing number of tour‑
ism researchers are demonstrating that, in particular, Google search engine traf‑
fic has the potential to greatly increase forecasting accuracy (Bangwayo‑Skeete 
and Skeete 2015; Önder and Gunter 2016; Höpken et  al. 2017). For instance, 
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Bangwayo‑Skeete and Skeete (2015) highlighted that time series data obtained 
by Google Trends show the capacity to improve the accuracy in tourism demand 
forecasting, both for long‑ and short‑term predictions when using autoregressive 
mixed‑data sampling (AR‑MIDAS) models. Similarly, Önder and Gunter (2016) 
demonstrate that Google search engine traffic for web and image search increases 
accuracy of tourism demand prediction, compared to a purely autoregressive 
model or an exponential (i.e. Holt–Winters) smoothing time‑series model. A 
recent study by Yang et al. (2015) uses web search volume to predict tourist arriv‑
als for a popular tourist destination in China and demonstrates that search engine 
data helps to improve forecasting accuracy significantly compared to auto‑regres‑
sive moving average (ARMA) models. While Pan et  al. (2012) utilize search 
engine data to enhance the forecast accuracy of hotel (i.e. room) demand, other 
studies are primarily focussing on the prediction of tourist arrivals (Li et al. 2016; 
Höpken et al. 2017). Finally, the study by Yang et al. (2014) confirms the value 
of web traffic data from local destination marketing organizations (DMOs) in pre‑
dicting the demand for hotel rooms in a tourist destination.

Despite that there is no standard methodology for pre‑processing web search 
data, three main necessary tasks in pre‑processing search engine queries for pre‑
diction purposes are found in the literature:

1. Keyword selection First, researchers start selecting domain specific keyword can‑
didates either by using domain specific knowledge or web scraping and text min‑
ing approaches to capture domain specific grammar, or by the help of keyword 
recommendations from search engine providers (Liu et al. 2012).

2. Dimensionality reduction Second, recent studies typically have calculated tempo‑
ral relationships between candidate queries and dependent (i.e. time series) vari‑
ables (e.g. tourist arrivals) to identify most significant time differences between 
arrivals and respective search queries.

3. Index construction Since multi‑collinearity and overfitting problems may occur 
when fitting linear models with a large number of high‑dimensional time series 
data, dimensionality reduction is crucial when specifying input data (Varian 
2014). Therefore, the third typical task when applying search engine data for 
forecasting purposes is the construction of an appropriate data set consisting of 
input variables with significant predictive power. For example, Liu et al. (2012) 
prevent possible collinearity by aggregating highly correlated search query series 
with the target series into one single index variable. More precisely, in their study 
the authors employed search engine queries for the prediction of the Chinese stock 
market. They demonstrate that using lagged search query data leads to signifi‑
cantly higher forecasting performance. Recently, Yang et al. (2015) adopted this 
approach when forecasting tourism demand by considering online search data.

The importance of identifying significant time lags between predictors and 
the target data series is highlighted in the literature, thus, several measures for 
estimating lag relationships exist. While Liu et al. (2012) use mixed metrics for 
measuring the similarity between lagged predictors and the target time series 
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variable (i.e. Pearson correlation and Kullback–Leibler divergences), other stud‑
ies exclusively rely on Pearson correlation to identify significant lags (Yang et al. 
2015; Li et  al. 2016; Pan et  al. 2017). However, the reliability of the Pearson 
correlation coefficient is limited as it depends on statistical assumptions. Thus, it 
can only consider linear relations in data, wherefore it cannot capture issues such 
as non‑stationary time series. Kristoufek (2014) has shown that the use of Pear-
son correlation coefficients is “practically useless for non‑stationary time series” 
(ibid 2014, p. 293). This conclusion is supported by Zebende (2011) and Podob‑
nik et al. (2011), suggesting the ‘de‑trended cross‑correlation analysis’ coefficient 
(DCCA) as the most appropriate method to calculate an unbiased correlation 
coefficient between potentially non‑stationary time series.

As search query data can also contain useless information, Li et  al. (2016) 
proposed a method for noise reduction of search query series which builds on 
the methodology by Yang et  al. (2015). The authors conclude that noise pro‑
cessing is an essential step in forecasting with Google Trends data. Typically, 
‘Hilbert–Huang‑Transformation’ (HHT) is applied for noise processing, which 
reduces prediction errors significantly (Li et al. 2016). Peng et al. (2017) recently 
made another progress. The authors have shown that amending search queries 
with Hurst exponent values different to the target series yields higher prediction 
accuracy. Finally, a common drawback when using aggregated variables for fore‑
casting purposes is that relevant information could be lost. Therefore, according 
to Pan et al. (2017), principal component analysis (PCA) or generalized dynamic 
factor models (Forni et al. 2000) are recommended.

3  Data collection and preparation

3.1  Data set specification

The employed initial data set consists of monthly aggregated tourist arrivals (i.e. 
December 2005–April 2012) for the leading Swedish mountain destination Åre, 
specified separately for its major sending countries (i.e. Denmark, Finland, Nor‑
way and the United Kingdom). Overall, the data set contains past tourist arrivals 
for 77 months separated by the four sending countries, which results in a total of 
308 data entries. Besides past arrival data, aggregated web search traffic informa‑
tion is included. The latter attribute is extracted for each sending country, sepa‑
rately. As in previous studies, Google Trends was selected as an appropriate data 
source for web search traffic, since Internet users from most sending countries 
mainly use Google for searching the web. Google Trends is a service provided by 
Google which represents the relative search volume of popular search terms over 
time and, thus, reflects peoples’ interest by specific search terms across different 
geographic regions and topical domains. When it comes to the sending countries 
analysed in this study, Google’s market share is higher than 90% for Denmark, 
Finland, Norway and the United Kingdom, respectively (Pearson CMG 2017).
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3.2  Collection of web search data

In contrast to Yang et  al. (2015), the selection of appropriate keywords was lim‑
ited to search engine‑based keyword recommendations. Accordingly, keywords 
suggested by Google’s Keyword Planner tool for ‘Å/åre’ were obtained to generate 
appropriate seed queries that Åre visitors from different sending countries are likely 
to use. Next, queries were filtered by region and language for each sending coun‑
try to reflect sending country specific search behaviour. Subsequently, the suggested 
keywords were filtered according to two matching rules in order to prevent potential 
noise caused by irrelevant search queries. Therefore, only keywords strongly related 
to Åre (i.e. keywords containing ‘Åre’, ‘åre’, ‘are’ or ‘ore’) as well as keywords con‑
taining ‘ski’ and either ‘sweden’ or ‘sverige’ were chosen. For query extraction, an 
algorithm for automatically crawling Google Trends with keyword suggestions has 
been developed. The algorithm iterates over the suggested keywords and extracts 
corresponding query series. In case a query series was found for a specific keyword, 
the algorithm further tries to resolve related queries (i.e. specified alternatives for 
the given keyword). In case no related queries were found for a given keyword, the 
keyword is skipped. The algorithm for retrieving queries has been implemented with 
Spyder® (‘Scientific Python Development Environment’), thus, heavily depending 
on the ‘pyTrends’ framework for the Python programming language.

It should be noted that Google Trends data used in this study are provided in a 
normalized format. First, the search intensity for a given search term or topic is 
provided as a proportion of all searches on all topics on Google at that time and 
location. Second, Google Trends data is normalized between zero and 100 for the 
selected time‑period and location.

3.3  Normalization of search terms

Search terms were further examined for close similarity based on linguistic varia‑
tions, synonyms or misspellings (Liu 2008). More precisely, similar search terms 
were merged for two reasons. Due to low search intensity, some query series were 
found to contain an over proportional amount of zero values and, therefore, might 
lack data quality. It is further assumed that normalization of semantically identical 
search terms can improve predictive power (ibid 2008). Additionally, the intention 
was to capture travellers’ interests more naturally. As there is no difference whether 
users search for “skiing in sweden” or “sweden skiing” or “ski sweden”, these que‑
ries are likely to point at the same topical subject: Skiing in Sweden. To sum up, the 
normalization procedure aims at generating most meaningful search queries, which 
reflect travellers’ intentions accurately. Therefore, the search terms of the query 
series were, first, transformed using text processing techniques in order to achieve 
similarity matches between search terms. More precisely, tokenization, charac‑
ter substitution, stemming and elimination of stop‑words has been performed (Liu 
2008). After these pre‑processing steps, the search terms for each query were trans‑
formed into a word vector in order to calculate similarity matches based on cosine 
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similarity. The cosine similarity cos(θ) between two vectors A and B is defined as 
follows:

with Ai and Bi being character occurrences of word vectors A and B, respectively. 
Search queries with cosine similarity equal to one (i.e. containing the same words 
and having the same word occurrences) have been merged. Overall, four types of 
irregularities concerning query names were handled. First, queries were found to 
contain the same terms but are arranged differently (e.g. ‘åre ski’ vs. ‘ski åre’). Sec‑
ond, keywords which differed from others only by the presence of stop‑words (e.g. 
‘skiing åre’ vs. ‘skiing in åre‘). Third, nearly similar query names were identified 
by travellers searching for ‘åre ski’ rather than ‘åre skiing’. As a consequence, que‑
ries were transformed in correspondence of their word stem (e.g. ‘skiing’ was trans‑
formed to ‘ski’). Furthermore, some travellers prefer searching for travel‑related 
information in their native language, while others feel comfortable to search for 
similar information in English or bilingually as well. Thus, semantically identical 
keywords occurred in different languages (e.g. ‘åre sää’ and ‘åre weather’). Other 
acquired queries were found to be spelled either with or without special characters 
(e.g. ‘åre’, ‘are’ and ‘ore’). Therefore, Nordic special characters {Å, å, Ä, ä, Æ, æ} 
and {Ø, ø Ö, ö} were substituted by {a} and {o}, respectively. Finally, search que‑
ries were analysed to find additional semantical conformances within the datasets. 
By doing so, it was found that some queries pointed to the same topic, although they 
were formulated differently. Accordingly, semantically related queries pointing to 
the same topic, like ‘åre’ and ‘åre sweden’ or ‘copperhill åre’ and ‘copperhill moun‑
tain lodge åre’ were merged. As cosine similarity is not sufficient for identifying 
topic‑based similarities, merging those queries was performed manually.

4  Construction of web search indices with high predictive power

4.1  Construction of aggregated search indices

As query series reflect certain behavioural aspects of tourism demand, the entirety 
of all queries may represent drivers behind future tourism demand thereby show‑
ing the capacity to discover important trends for the development of a specific 
destination (Liu et  al. 2012). According to the methodology proposed by Yang 
et  al. (2015), search query series for each sending country were aggregated to 
compound search indices by shifting single search query series by the most appro‑
priate time lag. Therefore, before constructing search indices, temporal relation‑
ships between search query series and tourism arrival data need to be identified, 
since the use of time‑lagged predictors can raise forecasting performance signifi‑
cantly (Liu et  al. 2012). As a common method to verify temporal relationships 
of different economic indicators with certain target variables, cross‑correlations 
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were calculated to identify time lags with maximum correlation between search 
queries and arrival series. However, as suggested in the literature, instead of the 
Pearson correlation coefficient, the de‑trended cross‑correlation analysis coef‑
ficient (DCCA) was used to reliably handle the correlation between possibly non‑
stationary time series (Zebende 2011; Podobnik et al. 2011).

As it is assumed, that y = {y1, y2, …, yn} is the target variable (i.e. time series 
of tourist arrivals) and x = {x1, x2, …, xn} is an indicator time series (i.e. search 
query from Google Trends), then the de‑trended cross‑correlation analysis coef‑
ficient r for time lag l can be calculated for up to L time lags as follows:

where, F2
DCCA(s)

 is the de‑trended co‑variance between partial sums {yt} and {xt} for 

a window size s, while FDFA,x(s) and FDFA,y(s) are de‑trended variances of partial 
sums {yt} and {xt} for a window size s, respectively. Window size was specified as 
s = 25 to capture long‑term dependencies between both series. The largest cross‑cor‑
relation of rn

i
 is denoted by Rn

i
 and represents the most significant lag for x when 

estimating values of y. From a statistical point of view, the maximum correlation 
coefficient indicates that keyword i was most likely queried n periods prior to the 
specific arrivals, and is denoted as:

All search queries were lagged by up to 6 months in order to capture travellers’ 
short‑ and mid‑term online travel planning behaviour (Fesenmaier et  al. 2010). 
Accordingly, de‑trended cross‑correlations were calculated between the arrival 
series and each of the search queries series at lag {0, 1, 2, 3, 4, 5, 6), respectively. 
Thus, in total, 7 correlation coefficients were calculated for each search query 
and corresponding tourist arrivals, 0–6 months ahead, respectively. Based on the 
results of the de‑trended cross‑correlation analysis (DCCA), the queries were 
weighted by their maximum cross correlation coefficient by multiplying each 
query i by Rn

i
 . Next, each query Rn<0

i
 was shifted according to n time lags towards 

the arrivals series, while queries with R0
i
 were excluded from the data set, since 

as suggested by Yang et al. (2015), only web search activities executed at least 1 
month prior to departure typically show any predictive power in forecast models 
for tourism demand.

Furthermore, according to Peng et al. (2017), the queries were filtered by Hurst 
exponent in order to assure the search indices to be constructed following the same 
auto‑correlative patterns as its corresponding tourist arrival series. Finally, for each 
sending country, the number of queries to be included in each of the search indi‑
ces was limited by a backward‑stepwise regression, assuring that only significant 
predictor series are selected for index aggregation. Hence, the limitation of search 
query series to be included in the index aggregation procedure is based on a trade‑
off between forecasting performance and model parsimony and generalizability, 
respectively.

rl = �DCCA(s)l =
F2
DCCA

(s)

FDFA,x(s)FDFA,y(s)
, l = 0, 1, 2,… , L,

Rn
i
= max(rl
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4.2  Evaluation of search indices

Although high correlation between input and target series suggests that most fluc‑
tuations of the target series can be explained well, it does not necessarily imply pre‑
dictive power. Thus, as mentioned, in addition to squared correlation and de‑trended 
cross correlation coefficients describing the structural similarity between time 
series, the fluctuation memorability was analysed by calculating Hurst exponents for 
both series (Hurst et al. 1965). Moreover, as suggested in the literature (Song et al. 
2010), Granger causality has been chosen as an additional criterion for index evalua‑
tion. According to Granger (1969, 1988), a variable xt is causally related to yt, if the 
forecasting performance of yt marginally improves by the inclusion of xt. Results in 
Table 1 show that the structural similarity between indices and corresponding target 
series is high (i.e. all squared correlation coefficients greater than 0.5; all de‑trended 
cross‑correlation coefficients greater than 0.75). As expected, results also show that 
both the predictors and target series follow long‑term positive auto‑correlation pat‑
terns, i.e. following the Hurst exponent, all arrival and corresponding search index 
data sets are in the range 0.5–1. This means, that high values will likely be followed 
by high values. Moreover, values of both series tend to increase over time. Finally, 
the statistically significant results of the Granger‑Causality test empirically show 
that prediction accuracy can be improved when autoregressive forecasting models 
are extended by an additional predictor variable in terms of search query indices. 
For the four sending countries, Table 1 summarizes the squared correlation and de‑
trended cross correlation between the search index and the arrival data series (for 
testing structural similarity), the Hurst exponent (for testing fluctuation memora‑
bility) for both series, and the t statistic with corresponding F values (for testing 
Granger causality between the two series).

5  Model building and evaluation

As a traditional forecasting approach, linear regression has been chosen as the sta‑
tistical technique for predicting tourist arrivals (Frechtling 2002; Song et al. 2010). 
Hence, this study puts a clear emphasis on adding search traffic data as an addi‑
tional input to predicting tourist arrivals, and not on comparing different forecasting 

Table 1  Index evaluation metrics

Data set: Structural similarity Fluctuation memora‑
bility

Granger causality

Sending country Squared cor‑
relation

DCCA Hurst exponent (arriv‑
als/index)

t statistic F value

Denmark 0.606 0.891 0.572 0.635 3.663 0.061
Finland 0.504 0.825 0.541 0.613 5.638 0.023
Norway 0.530 0.794 0.590 0.569 6.699 0.011
United Kingdom 0.610 0.834 0.564 0.603 5.684 0.025
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approaches like linear regression and machine learning methods, like artificial neu‑
ral networks or even non‑parametric approaches from the area of deep learning. 
While predictions of future tourist arrivals using univariate approaches typically rely 
on past arrivals exclusively, multivariate forecasts make use of additional ‘exoge‑
nous’ variables. In the study at hand, travel‑related search engine traffic over time 
is used as additional input attribute. The aim of this study is to evaluate how the 
accuracy of the prediction is increased by the inclusion of search traffic data. Thus, 
a purely autoregressive approach, using a window of p past arrival values as input 
data (i.e. an autoregressive model AR[p] of order p), is used as a baseline, and is 
compared to the extended approach, adding search engine traffic. Forecast accuracy 
is usually defined as a reduction of prediction errors (Frechtling 2002). In this study, 
prediction accuracy is operationalized by the root mean square error (RMSE), which 
according to Frechtling (2002) and Kim and Kim (2016), is among the most com‑
monly used metrics when evaluating the performance of time series forecasting.

Besides choosing the right measure to evaluate forecasting accuracy, another 
important consideration is to choose the appropriate validation method for time 
series data (Frechtling 2002). In order to avoid overfitting, the evaluation of the 
forecasting performance in this study, is based on a sliding window approach (Song 
et al. 2010). Accordingly, a fraction of data entries is used as training data, while a 
consecutive fraction of data entries is used as test data (Liu 2008). Both fractions 
are successively shifted along the complete data set to compute specific forecasting 
performance measures for each fraction. Prediction accuracy was calculated by aver‑
aging forecasting errors of each fraction. To validate whether the regression models 
captured the relationship between input and output attributes well, the residuals of 
the forecasting models were tested for normal distribution by applying the Shap-
iro–Wilk test (Hill et al. 2011).

When modelling time series with statistical approaches it is common to ensure 
that the time series is within probabilistic limits of stationarity. Time series are sta‑
tionary when their mean and variance are constant and auto‑correlations between 
two values only depend on the time lag but not the point in time within the series 
(Frechtling 2002). Thus, “when regressing over non‑stationary time series, tradi‑
tional statistical approaches fail to generate reliable results” (Mukherjee et al. 1998, 
p. 335). Therefore, before building the regression model for evaluating the predic‑
tive power of the indices, the series were checked for stationarity by applying the 
Augmented Dickey–Fuller (ADF) test, which tests an autoregressive model for the 
existence of unit‑roots as an indicator for non‑stationarity (Baddeley and Barrow‑
clough 2009). Additionally, the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test 
has been applied (Hill et al. 2011). In contrast to the ADF test having non‑stationar‑
ity as the null hypothesis, the KPSS test’s null hypothesis is stationarity. Addition‑
ally, co‑integration relationships were tested by applying the Johansen test to check 
whether any further data transformations were necessary in case a time series was 
found to be non‑stationary (ibid 2011).

Results in Table 2 confirm stationarity for the data sets Denmark (DK), Finland 
(FI) and the United Kingdom (UK) as no unit roots could be found with statisti‑
cal significance. KPSS results of  Arrivals(DK) can be considered as borderline, as 
test statistics range slightly above the outlined p value. However, the null hypothesis 
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of stationarity was rejected for both data sets corresponding to Norway, suggesting 
that both data sets are non‑stationary. Nevertheless, the results of the Johansen test 
clearly show the existence of co‑integration relationships between the constructed 
search indices and their corresponding arrival series, as the null hypothesis (i.e. no 
co‑integration) could be rejected for all the data sets at a significance level of 1% 
(i.e. all values greater than corresponding c values). Therefore, no further data trans‑
formation was necessary to prevent spurious regression caused by non‑stationary 
data sets.

R‑Statistics® has been used for all statistical computations in this study. Moreo‑
ver, the process for search query‑based tourism demand prediction has been imple‑
mented with Rapid Miner Studio®, a data mining tool‑set with integration capabili‑
ties for software modules written in ‘R’ and ‘Python’, respectively.

6  Results

6.1  Comparison of the forecasting performance

The prediction of tourist arrivals has been executed autoregressively (i.e. based on 
past tourist arrivals alone) and based on search engine data as additional model input 
(Frechtling 2002). The prediction models (i.e. ‘autoregressive only’ and ‘autoregres‑
sive with search query indices’) have been learned and evaluated for all four sending 
countries, separately. For evaluating different forecasting characteristics of the spe‑
cific search indices, the prediction task was executed with forecasting horizons of 3, 
6 and 12 months, respectively. Table 3 shows the root mean squared error (RMSE) 
of the different autoregressive models, the error reduction by adding Google Trends 
data to the pure autoregressive approaches. Finally, a Shapiro–Wilk test has been 
executed for models with Google Trends data in order to check if residuals (i.e. the 
difference between predicted and actual values) are normally distributed. The latter 

Table 2  Tests for stationarity and co‑integration for arrival data sets and corresponding indices

Data set Stationarity‑tests Cointegration‑test

ADF‑test KPSS‑test Johansen‑test (max. eigen‑
value r = 1)

Test statistic p value Test statistic p value Test statistic c value 1%

Arrivals(DK) 4.827 0.01 0.107 0.100 20.410 11.650
Index(DK) 5.703 0.01 0.050 0.100
Arrivals(FI) 5.130 0.01 0.027 0.100 15.842 11.650
Index(FI) 5.645 0.01 0.057 0.100
Arrivals(NO) 4.217 0.01 0.690 0.014 18.146 11.650
Index(NO) 4.910 0.01 0.502 0.041
Arrivals(UK) 5.425 0.01 0.027 0.100 17.548 11.650
Index(UK) 6.301 0.01 0.046 0.100
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condition is considered as an indicator that the regression model has reliably cap‑
tured the relationship between input and output attributes (Baddeley and Barrow‑
clough 2009; Hill et al. 2011).

Results in Table  3 clearly show that utilizing online search traffic in forecast‑
ing tourism demand raises the performance significantly, as the RMSE is reduced 
for all sending countries and at any forecasting horizon, if autoregressive mod‑
els were extended by search query series. Finally, results of the Shapiro–Wilk test 
clearly coincide with the reduction of the RMSE by adding Google Trends data. In 
all cases with a significant reduction of the RMSE, the likelihood of the residuals 
being normally distributed (i.e. the p value of the Shapiro–Wilk test) is higher than 
in cases without a significant RMSE reduction. At the same time, the Shapiro–Wilk 
test shows that most models still offer room for improvement. As mentioned before, 
more flexible and often more powerful machine learning approaches, like artificial 
neural networks, constitute promising approaches to further increase prediction 
accuracy. It is important to note that the results of the Shapiro–Wilk test do by no 
means affect or question the reliability of the tests on stationarity or co‑integration 
(cf. Table 2) or the validity of the overall approach.

6.2  Analysis of relevant search queries

As highlighted above, analysing the correlation between tourist arrivals and query 
series with different time lags enables conclusions about consumers’ online search 
behaviour (Fesenmaier et al. 2010). While travellers from Denmark start to search 
for inspiration first by activity‑related topics (i.e. queries related to skiing) 3 months 
prior to departure without mentioning any destination, search queries are formulated 
more precisely 2 months ahead of departure (i.e. by mentioning Sweden as a pos‑
sible destination). Queries executed 1 month prior to departure are formulated even 

Table 3  Comparison of prediction accuracy at different forecasting horizons

Forecasting 
horizon

Sending country Autoregres‑
sive only 
(RMSE)

With Google 
Trends 
(RMSE)

Difference in (%) Shapiro–Wilk

3 months Denmark 1035.40 966.25 − 6.68 0.00
Finland 782.79 737.92 − 5.73 0.00
Norway 1439.54 949.48 − 34.04 0.01
UK 327.64 326.55 − 0.33 0.00

6 months Denmark 833.44 809.09 − 2.92 0.00
Finland 935.69 740.03 − 20.91 0.04
Norway 1336.86 1080.63 − 19.17 0.03
UK 328.83 322.32 − 1.98 0.00

12 months Denmark 892.15 726.95 − 18.52 0.05
Finland 1052.90 719.11 − 31.70 0.06
Norway 1335.23 1307.61 − 2.07 0.01
UK 426.23 381.13 − 10.58 0.00
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more precisely, as Åre is mentioned more frequently. Interestingly, in contrast to vis‑
itors from other examined sending countries, travellers from Denmark perform web 
searches for trip planning at least 1 month prior to the trip, as none of the shifted 
queries pointed to lag zero. Table 4 lists search queries with their most relevant time 
lag, the corresponding DCCA value, as well as topic and category the query deals 
with for the sending country Denmark.

For Finnish travellers, a rather high correlation coefficient of r = 0.7 can be 
observed for the queries ‘Levi’ and ‘Ruka’. Since Levi and Ruka are popular skiing 
resorts in Finland, those queries indicate that Finish travellers more critically evalu‑
ate various ski resorts before they finally choose to visit Åre. However, in contrast 
to Danish travellers, visitors from Finland start searching more specifically for Åre 
as a destination. For instance, searches for cottages in Åre are performed already 

Table 4  Significant query lags (sig. level 0.001) for sending country Denmark

Lag DCCA Query Topic Category

− 1 0.599 åre ski Skiing in Åre, Sweden Activities
− 1 0.793 åre Åre, Sweden Location
− 1 0.670 åre sverige + åre sweden Åre, Sweden Location
− 1 0.841 ski sverige + ski i sverige + skisport 

sverige
Skiing in Sweden Activities

− 1 0.515 skistar åre Skistar Åre, Sweden Brand
− 1 0.740 skisteder sverige + skisteder i sver‑

ige + skisportssteder sverige
Ski resorts in Sweden Activities

− 2 0.783 skiferie + ski ferie Skiing holiday Activities
− 2 0.694 skiweekend sverige Skiing holiday in Sweden Activities
− 2 0.737 val thorens skiferie Skiing holiday in Val Thorens, France Activities
− 3 0.805 billig skiferie Cheap skiing holiday Activities
− 3 0.807 skiferie sverige + skiferie i sverige Skiing holiday in Sweden Activities
− 3 0.563 skihytte sverige Chalet in Sweden Activities

Table 5  Significant query lags (sig. level 0.001) for sending country Finland

Lag DCCA Query Topic Category

− 1 0.611 åre ski + åre laskettelu Skiing in Åre, Sweden Activities
− 1 0.713 ruka Ruka, Finland Location
− 1 0.742 skistar Skistar Brand
− 1 0.682 skistar åre Skistar in Åre, Sweden Brand
− 1 0.625 åre + are Åre, Sweden Location
− 2 0.531 holiday club åre Hotel in Åre, Sweden Lodging
− 2 0.704 levi Levi, Finland Location
− 3 0.650 åre majoitus Hotels in Åre, Sweden Lodging
− 3 0.671 åre matkat Travel to Åre, Sweden Location
− 4 0.148 åre mökit Cottages in Åre, Sweden Lodging
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4 months prior to arrival, followed by queries for the destination Åre as a whole 3 
months ahead of the trip. Finally, 1 month prior to arrival, especially skiing‑related 
queries are executed. Table 5 lists search queries with their most relevant time lag, 
the corresponding DCCA value, as well as the topic and category the query deals 
with for the sending country Finland.

Interestingly enough, the search queries of Norwegian tourists are characterized 
by high diversity, thus, show much more detail concerning travellers’ demand. More 
precisely, Norwegian travellers search for lodging and activity‑related information 
before visiting Åre. The elicited queries suggest that Åre is a very popular skiing 
destination for travellers from Norway, as, instead of comparing different ski resorts, 
like travellers from Denmark and Finland are doing, almost all the queries are point‑
ing specifically to Åre. These findings are in line with results gained by Kronenberg 
et  al. (2016), who identified customers from Denmark and Finland as being more 
price‑elastic and more aware of competing destinations than customers from Nor‑
way (as well as UK and Russia). Table 6 lists search queries with their most relevant 
time lag, the corresponding DCCA value, as well as the topic and category the query 
deals with for the sending country Norway.

Finally, the UK data set primarily contains search queries related to the topic 
‘Skiing in Are’ (i.e. ‘åre ski’, ‘åre sweden ski’, ‘åre ski resort’, ‘skistar åre’), queries 
with the topic ‘Skiing in Sweden’ (i.e. ‘sweden ski resorts’ and ‘sweden skiing’) 
as well as location‑based queries that point to Åre and its neighbouring destination 
Östersund (i.e. ‘ostersund’ and ‘ostersund sweden’). Table 7 lists search queries with 
their most relevant time lag, the corresponding DCCA value, as well as the topic and 
category the query deals with for the sending country United Kingdom.

Table 6  Significant query lags (sig. level 0.001) for sending country Norway

Lag DCCA Query Topic Category

− 1 0.41 copperhill åre + copperhill moun‑
tain lodge i åre + ⋯ + copperhill

Hotel in Åre, Sweden Lodging

− 1 0.63 hytte åre Cottages in Åre, Sweden Lodging
− 1 0.42 åre continental inn Hotel in Åre, Sweden Lodging
− 1 0.37 holiday club åre Hotel in Åre, Sweden Lodging
− 1 0.46 hotell åre Hotels in Åre, Sweden Lodging
− 1 0.52 overnatting åre Accommodation in Åre, Sweden Lodging
− 1 0.45 skistar åre Skistar in Åre, Sweden Brand
− 1 0.64 åre Åre, Sweden Location
− 1 0.01 åre sverige + åre sweden Åre, Sweden Location
− 3 0.07 fjellgården åre Hotel in Åre, Sweden Lodging
− 4 0.36 åre skipass Skiing in Åre, Sweden Activities
− 5 0.09 åreskutan Åreskutan, Sweden Location
− 5 0.34 åre bike park Bike park in Åre, Sweden Activities
− 6 0.19 holiday club Hotel in Åre, Sweden Lodging
− 6 0.51 åre camping + camping åre Camping in Åre, Sweden Lodging
− 6 0.02 åre skianlegg Skiing in Åre, Sweden Activities
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7  Conclusion and outlook

The present study compared an autoregressive approach to forecast tourist arrivals 
by using only past arrivals as input attributes with an extended model that includes 
big data‑based information sources as additional input. More concretely, web search 
traffic (i.e. obtained via Google Trends) has been added as additional input for pre‑
dicting tourist arrivals. As a prediction method, the study used traditional linear 
regression (Frechtling 2002; Song et al. 2010). In addition, Granger causality tests 
were performed to examine the evidence for predictive power between constructed 
search indices and tourist arrival series. The proposed approach has been executed 
and evaluated for the leading Swedish mountain destination Åre by using arrival 
data and Google search data for the time period 2005 to 2012.

As a theoretical contribution, the study presented a novel approach to construct 
tourism‑related search indices from Google Trends data as additional input to pre‑
dict tourism demand. In contrast to Yang et  al. (2015), the keyword selection is 
solely based on search engine‑based keyword recommendations by Google’s Key-
word Planner tool. Following the work of Liu (2008), a domain‑specific mechanism 
for iteratively extracting, filtering and normalizing search terms has been developed. 
Compared with existing literature, cosine similarity has been used to improve query 
normalization. Adapting findings from Liu (2008), Yang et al. (2015) and Zebende 
(2011), time‑lagged search queries for relevant search terms are finally aggregated 
into a compound search index. Instead of the Pearson correlation coefficient, used 
by previous studies (Liu et  al. 2012; Yang et  al. 2015; Li et  al. 2016; Pan et  al. 
2017), the de‑trended cross‑correlation analysis coefficient (DCCA) has been used 
to identify relevant search queries. To the best of the authors’ knowledge, there is 
no study utilizing DCCA analysis, when forecasting tourism demand with Google 
Trends data, so far. When using resulting search indices and past arrivals as input to 
demand prediction and in contrast to existing (autoregressive) approaches, an auto‑
matic selection of the most appropriate time lags is performed by a backward feature 
selection mechanism. Findings clearly revealed that tourism‑related search queries 

Table 7  Significant query lags (sig. level 0.001) for sending country United Kingdom

Lag DCCA Query Topic Category

− 1 0.79 åre Åre, Sweden Location
− 1 0.66 are ski + ski are + are sweden ski Skiing in Åre, Sweden Activities
− 1 0.47 are sweden + are in sweden Åre, Sweden Location
− 1 0.39 skistar åre Skistar in Åre, Sweden Brand
− 1 0.45 are webcam Webcam for Åre, Sweden Location
− 2 0.36 ostersund + östersund + ostersund sweden Östersund, Sweden Location
− 2 0.12 åre ski resort Ski resorts in Åre, Sweden Lodging
− 3 0.45 skiing in sweden + ski sweden + sweden 

skiing
Skiing in Sweden Activities

− 6 0.19 are hotel Hotels in Åre, Sweden Lodging
− 6 0.33 sweden weather forecast Weather forecast for Sweden Environment
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show the capacity to significantly increase accuracy levels in predicting tourist 
arrivals compared to using past arrivals alone (i.e. pure autoregressive forecasting 
approach, as discussed by Song and Li 2008).

From a managerial perspective, the study demonstrates that analysing search 
queries can reveal meaningful and managerially valuable insights from sending 
country specific search behaviour. Therefore, the results reveal important implica‑
tions for tourism managers and policy makers: Google Trends data can be effectively 
used as a tool for forecasting short‑ and mid‑term tourism demand as well as for 
the detection of future (i.e. long‑term) trends and demand fluctuations. Additionally, 
search engine data can be used by local tourism suppliers for marketing purposes to 
better understand the decision‑making process of travellers when choosing a specific 
destination, e.g. which tourism services and attractions are most heavily searched 
and, thus, is of particular relevance for travellers from various sending countries 
(Fesenmaier et al. 2010).

When it comes to study limitations, the matching capabilities of cosine similarity 
for merging semantically identical search queries are likely restricted. Thus, in order 
to detect further cases of semantically identical search queries automatically, for 
information extraction we recommend the application of text analytics tools with the 
potential to identify entities and related topics without the need for human interven‑
tion (Schmunk et al. 2014; Menner et al. 2016; Höpken et al. 2016). Additionally, 
in future research, causal chain patterns between lagged queries could be explored 
by Granger causality analysis in order to analyse in greater detail how travellers 
behave when planning a trip to a specific destination and with respect to specific 
motivations for certain tourism and travel activities. Finally, the current study was 
limited to using the statistical approach of linear regression to estimate future tourist 
arrivals. In future research studies, more flexible machine learning approaches can 
be used, like artificial neural networks or even non‑parametric approaches from the 
area of deep learning. The latter methods offer the advantage of being more robust 
against violations of input data requirements and noisy data.
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