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Abstract Travel websites and online booking platforms represent today’s major

sources for customers when gathering information before a trip. In particular,

community-provided customer reviews and ratings of various tourism services

represent a valuable source of information for trip planning. With respect to cus-

tomer ratings, many modern travel and tourism platforms—in contrast to several

other e-commerce domains—allow customers to rate objects along multiple

dimensions and thus to provide more fine-granular post-trip feedback on the booked

accommodation or travel package. In this paper, we first show how this multi-

criteria rating information can help to obtain a better understanding of factors

driving customer satisfaction for different segments. For this purpose, we performed

a Penalty-Reward contrast analysis on a data set from a major tourism platform,

which reveals that customer segments significantly differ in the way the formation

of overall satisfaction can be explained. Beyond the pure identification of segment-

specific satisfaction factors, we furthermore show how this fine-granular rating

information can be exploited to improve the accuracy of rating-based recommender

systems. In particular, we propose to utilize user- and object-specific factor rele-

vance weights which can be learned through linear regression. An empirical eval-

uation on datasets from different domains finally shows that our method helps us to
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predict the customer preferences more accurately and thus to develop better online

recommendation services.

Keywords Online booking platforms � Multi-criteria rating feedback � Customer

satisfaction � Recommender systems

1 Introduction

The World Wide Web has become the major source of information for customers in

the travel and tourism domain and the importance of travel websites and online

booking platforms has continually increased over the last years. Today’s assumedly

largest travel web site, TripAdvisor, reports in 2013 to have more than 200 million

unique visitors per month and provides information about more than one million

accommodations.1 The probably most valuable information on this platform,

however, that is also prominently reported, are the more than 100 million customer

reviews and opinions shared by their user community that have a measurable impact

on the customers’ decision processes (Gretzel and Yoo 2008).

However, beside plain-text reviews, all of today’s major travel and tourism sites

including TripAdvisor, Booking.com, Expedia.com or HRS.com allow customers to

formulate structured feedback on the accommodation, the booked travel packages or

the destination itself in terms of multi-criteria ratings. Figure 1 depicts an example

of the rating values for the different criteria for an arbitrary hotel at HRS.com

Beside the usual overall rating, this more fine-grained feedback should allow

customers to identify the strengths and weaknesses, e.g., of a certain hotel, more

quickly without reading the reviews in detail. Furthermore, since customers might

have different preferences and perceptions of what is important for them, multi-

criteria ratings let customers assess in a more efficient way, whether or not a tourism

offer matches their expectations.

Multi-dimensional feedback of one customer is however not only an important

piece of information for other customers. Also the providers of the travel or

tourism web site can exploit this information in different ways. First, the available

rating data can be analyzed with respect to the relative importance of different

quality factors2 for different customer groups. This information can then be

forwarded to the actual tourism service providers, who can react according to this

feedback. Based on this information they can, for example, improve different

aspects of their service or change their service to better match their target

customers’ expectations.

On the other hand, rating information can be used to automatically filter and

rank the often large number of available options3 in a personalized way with the

help of recommender systems (RS). Recommender systems are nowadays part of

1 http://www.tripadvisor.com/PressCenter-c4-Fact_Sheet.html, retrieved April 2013.
2 Also termed ‘‘quality domains’’ in the literature.
3 For presentation purposes, we will limit our discussion to hotels and not general tourism offerings. The

analysis and algorithms presented later on are, however, not limited to accommodation services.
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many e-commerce sites and are designed to help online customers finding

relevant and interesting items within large product assortments (Jannach et al.

2010). A popular class of such systems is based on ‘‘collaborative filtering’’

(CF), which uses the explicit ratings of a larger user community to make

predictions about the relevance of items the user has not seen before. Given that

these detailed ratings of modern travel and tourism platforms carry more

information about user preferences than single overall ratings alone, special

algorithms have been proposed, e.g., in Adomavicius and Kwon (2007), that take

these additional pieces of information into account in the recommendation

process.

In this paper, we start from an empirical exploration of data harvested from a

popular travel platform which gives us new insights on the relative importance of

different rating criteria. In addition, we present an algorithmic approach to better

exploit multi-criteria ratings in recommender systems. The contributions of the

paper are thus as follows.

– First, we analyze the multi-criteria ratings and dig deeper in order to see if

traditional customer segments differ in their expectations and requirements with

respect to the available quality factors. Our analysis is based on a data set from

the TripAdvisor platform and reveals significant differences between these

analyzed segments. The insights of this study can thus serve as a basis for further

investigations with respect to segment-oriented adaptation of the travel or

tourism offerings but also of the corresponding travel and tourism information

systems.

– Second, we propose a new automated recommendation technique that takes the

detailed multi-criteria rating information into account when calculating

suitable booking proposals for online customers. The particularity of our

approach is that we estimate user- and item-specific importance weights for

the different quality factors from the rating data through linear regression and

combine the resulting models. A comparative evaluation using datasets from

different domains gives evidence that these models help us to estimate the

customer preferences more accurately and thus to make better online

recommendations when compared with previous multi-criteria based tech-

niques as well as state-of-the-art recommendation techniques based on matrix

factorization.

Fig. 1 Part of the multi-criteria ratings at HRS.com
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2 Analysis of satisfaction factors

In this section, we aim to analyze if individual customer segments use different

‘‘weights’’ for particular quality dimensions when they determine their overall

assessment (rating) (Peter 1985).

2.1 Data set and customer segments

We base our analysis on data from the TripAdvisor platform, which contains both

detailed rating information as well as demographic information about users and the

context of their trips, e.g., whether they are traveling solo or with their family. The

dataset, which we obtained in January 2010 through a web crawling process,

comprises ratings of 62,290 different users for hotels located in 14 global

metropolitan destinations, such as London, New York or Singapore.

On TripAdvisor.com, customers can rate items in seven different dimensions:

value for money, quality of rooms, location of the hotel, cleanliness of the hotel,

quality of check-in, overall quality of services and particular business services. In

addition, users can provide an uni-dimensional overall satisfaction rating for the

hotel (not depicted in Fig. 2). These standardized evaluation items are consistently

measured on the base of a 5-point scale, from excellent to terrible. Finally, users are

explicitly asked if they would recommend the hotel to a friend. This customer-based

recommendation to visit a hotel is measured by a separate binary rating

(recommend: yes/1; no/0). Exemplarily for one customer, Fig. 2 depicts such a

detailed item rating as well as basic demographics and context parameters.

Based on the demographics and the travel context parameters each review on the

platform can be assigned to a certain travel segment. We clustered the reviews into

four major tourist segments and subsequently focused our analysis on the most

traditional tourist segments shown in Table 1.

2.2 Relative importance of quality domains

The goal of the subsequent data analysis is to identify empirical relationships

between the overall ratings, the ratings of the perceived value, and the users’

assessments of the detailed rating criteria. As suggested in the literature, such an

analysis of potential relationships can be done using linear structural equation

models (SEM), a statistic technique that allows us to incorporate falsifiable causal

assumptions into the model (Steenkamp and Baumgartner 2000). These hypothe-

sized relationships between model variables (i.e. independent = exogenous,

intervening = mediator variables, dependent = endogenous variables) can be tested

against empirical data in order to determine how well the SEM model fits the data

(Kline 2005). Path-coefficients are measuring how strongly exogenous and mediator

variables influence the endogenous variable(s) Reisinger and Turner (1999).

Figure 3 shows a linear SEM for the given problem setting, which contains six

exogenous rating variables (room quality, cleanliness, service, business services,

location and check-in), two mediator variables (value and overall rating), as well as

one endogenous variable (willingness to recommend).
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The explanatory power of such a model is measured using the coefficient of

determination R2, which corresponds to the proportion of variability in the data

accounted for by the model. Overall, our model shows high explanation power.

Regarding the mediator variables, we observe R2 ¼ 60 % for the value variable and

R2 ¼ 78 % for the variable overall rating. For the endogenous variable willingness

to recommend, we observe R2 ¼ 54 % for the coefficient.

The path-coefficients bStd:, which express the strength of the influence of

individual variables on others in SEM models, are shown as arrow labels in Fig. 3.

Looking into the details of the analysis, we can in particular observe that the three

hotel quality domains room quality, cleanliness, and service are the strongest single

drivers behind the overall rating yielded by hotel guests, which, in turn, significantly

affects the willingness to recommend. The path-coefficients of these most influential

factors are as follows.

– Room quality (rating-overall: bStd: = 0.28, rating-value: bStd: ¼ 0:33)

– Cleanliness (rating-overall: bStd: = 0.13, rating-value: bStd: = 0.10)

– Service (rating-overall: bStd: = 0.21, rating-value: bStd: = 0.19)

Fig. 2 Detailed view on a user rating on TripAdvisor.com

Table 1 Tourist segments at TripAdvisor.com

Segment Description N Share

(%)

Senior couples Aged above 50, on a leisure trip, staying with spouse in 4-star or

5-star hotel

1,284 8.8

Business tourist

solo

Aged between 35 and 50, business trip, staying alone in 4-star or

5-star hotel

1,366 9.3

Budget family

tourist

Aged between 35 and 50, leisure trip, staying with partner &

children in 0–3 star hotel

2,302 15.7

Youth tourists and

friends

Aged below 25, leisure trip, staying with friends in 0–3 star hotel 875 6
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2.3 Identifying the relative importance of quality factors for tourist segments

Furthermore, we identified the relative level of importance (determination) of the

above mentioned seven hotel quality domains on the overall assessment through

multiple regression (Hair et al. 2006; Weiermair and Fuchs 1999). In order to obtain

insights on potential differences between the customer segments, we applied the

measurements for all four segments listed in Table 1 individually.

Table 2 shows how the overall rating is statistically determined through multiple

regression models exploiting the seven quality domains as independent variables

and indicating the different perceptions by the four major tourist segments found in

our TripAdvisor dataset (i.e. senior tourist couples, business tourist solo, budget

family tourist, and youth tourist and friends). Technically, a high and significant

Beta (i.e. T value � 2) indicates strong impact on the overall rating for the

respective customer segment.

All models show a strong explanation power (Adj. R2), are statistically

significant (F value), and are free of auto-correlated residuals (Durbin Watson)

and multi-correlated variables. The magnitude of multicollinearity is typically

Fig. 3 Structural equation model of TripAdvisor data
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analyzed by the size of the variance inflation factor (VIF) for each estimated

regression coefficient. A common rule of thumb is that if the VIF is [5, then

multicollinearity is high (Kutner et al. 2004). The empirically obtained VIF values

Table 2 Multiple regression results: determination of overall assessment by partial hotel quality domains

A-priori Segment 1 Segment 2

Segments Senior tourist couples Business tourist solo

Adj. R2 = 0.787 F =

114.21

Adj. R2 = 0.807 F =

260.24

DW = 1.91 DW = 1.85

Quality

domains

Beta T

value

VIF Beta T

value

VIF

Value 0.384 8.274 2.169 0.332 9.211 2.927

Rooms 0.247 4.861 2.610 0.271 7.386 3.031

Locations 0.039 1.157 1.175 0.091 3.788 1.273

Cleanliness 0.128 2.692 2.276 0.122 3.264 3.138

Check-in 0.081 1.755 2.089 0.048 1.475 2.386

Service 0.096 1.742 3.057 0.161 4.242 3.221

Business 0.178 4.427 1.625 0.252 2.885 1.718

A-priori Segment 3 Segment 4

Segments Budget family tourist Youth tourist and

friends

Adj. R2 = 0.769 F = 183.36 Adj. R2 = 0.698

F = 45.99

DW = 2.23 DW = 2.19

Quality

domains

Beta T value VIF Beta T value VIF

Value 0.444 11.026 2.687 0.266 3.442 2.692

Rooms 0.203 4.684 3.103 0.459 5.411 3.245

Locations 0.055 2.010 1.236 0.185 3.443 1.308

Cleanliness 0.179 4.342 2.820 0.081 0.947 3.272

Check-in 0.107 1.991 1.990 0.021 0.287 2.458

Service 0.044 1.077 2.760 0.131 1.662 2.801

Business 0.058 1.952 1.455 0.093 1.514 1.684

The (adjusted) coefficient of determination R2 is the proportion of variability in data accounted for by the

statistical model

Beta is a measure of how strongly a predictor influences the dependent variable

An F- or a T test are statistical tests in which the test statistic has an F or a T-distribution under the null

hypothesis

The null hypothesis is rejected if the F or T value calculated from the data is greater than the critical value

of the F- or T-distribution for some desired false-rejection probability (e.g. 0.05)

The Durbin Watson (DW) Test detects autocorrelation (i.e. residuals from a multiple regression model are

independent)

The variance inflation factor (VIF) quantifies the degree of multicollinearity (i.e. correlated predictor

variables) in regression analyses
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shown in Table 2 range between 1.175 and 3.272 and the magnitude of

multicollinearity can thus be considered to be low. Therefore, the TripAdvisor

data seems to be appropriate for being used to identify how the various hotel quality

domains determine the overall assessment among different customer segments (Hair

et al. 2006).

The results, for instance, show that a relatively strong and most general

determination across all segments stems from the quality factors ‘‘value for money’’

and ‘‘room quality’’, see the Beta and T values in Table 2. For young tourists, the

factor ‘‘room quality’’ appears to be the most important one. For the budget family

tourist, on the other hand, the ‘‘value-for money’’ aspect emerges as the most critical

quality domain.

The remaining quality domains are playing quite different roles when determin-

ing the overall quality assessments for customers in different segments as shown in

Table 2. A convenient ‘‘business environment’’, for example, seems to be a crucial

quality domain both for business tourists as well as for senior tourist couples. At the

same time, ‘‘location’’ only plays a minor and insignificant role. ‘‘Service quality’’

is, not so surprisingly, of particular importance for business tourists. For other

customer segments, this aspect seems to have less relevance. The ‘‘cleanliness of the

hotel’’ is quite important for budget family tourists (ranked third); the ‘‘location

factor’’, in contrast, determines the overall quality assessment of young tourists

significantly stronger than in other customer segments.

2.4 Applying the Penalty-Reward-model

Beside the purely quantitative role of quality domains in determining the overall

assessment, the literature also discusses their relevance from a qualitative point of

view Busacca and Padula (2005). Since the 1990s, researchers have begun to tackle

problems related to the empirical analysis of service quality perception with a multi-

factor structure model of customer satisfaction (Johnston 1995). This model has

been adopted and empirically validated both in a service marketing and tourism

context, see Fuchs and Weiermair (2003), Fuchs and Weiermair (2004), Matzler

et al. (2004), Matzler and Sauerwein (2002) and Mikulic and Prebeac (2008). The

three-factor structure of customer satisfaction was originally defined by Kano

(1984). Based on his model, quality attributes can be grouped into three categories,

each of which exerts a different impact on customer satisfaction:

– Basic factors are minimum requirements that cause dissatisfaction if not

fulfilled, but do not lead to customer satisfaction if fulfilled or exceeded.

Negative performance in these quality domains has a greater impact on overall

satisfaction than a positive one. Hence, basic factors are expected by the

customer (i.e. regarded as prerequisites).

– Excitement factors are factors that increase customer satisfaction if delivered,

but do not cause dissatisfaction if they are not delivered. Thus, only positive

performance on these quality dimensions has an impact on the overall

satisfaction.
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– Performance factors lead to satisfaction if performance is high and lead to

dissatisfaction if performance is low. In this case, the relationship between the

attribute performance and overall satisfaction is linear and symmetric (Fuchs

and Weiermair 2004).

2.4.1 Problem encoding

In order to decipher the factor structure of customer satisfaction in the hotel booking

domain we applied (Brandt 1988) Penalty-Reward-contrast analysis method on the

TripAdvisor dataset. The method employs a dichotomized regression analysis using

dummy variables (Hair et al. 2006). One set of dummy variables represents the

excitement factors in quantitative form, while a second set expresses the basic

factors.

In order to carry out the analysis using our TripAdvisor data, we recoded the five

point scales of the given ratings (i.e. the independent variables) which range from 5

= excellent to 1 = terrible in a way where scores of 5 correspond to a value of 1 for

the dummy variable representing the excitement factor. Comparably low rating

scores of 1, 2, and 3 were translated into the value 1 for a second dummy variable

representing the basic factor.4 Finally, empty cells of both dummy variables were

recoded with a value of zero.

With the help of this recoding multiple regression analyses were carried out to

quantify basic requirements and excitement factors using the overall rating

assessment as the dependent variable and the two dummy variables for each of

the seven quality domains as independent variables. ‘‘Penalties’’ can now be

expressed as the incremental decline associated with low levels of satisfaction,

while ‘‘rewards’’ become expressed as the incremental increase associated with high

satisfaction for a certain hotel quality domain.

The results obtained from the Penalty-Reward-contrast-analysis can be inter-

preted as follows. If penalty levels surpass reward levels, the respective quality

domain represents a basic factor. If, on the other hand, the reward index surpasses

the penalty value, the quality dimension can be interpreted as an excitement factor.

Finally, if the reward and penalty values are rather similar, the quality domain will

contribute to tourist satisfaction only when its level of performance is high. At the

same time, the quality factor will lead to dissatisfaction in case the performance

level is low.

2.4.2 Observed results and discussion

When applying the Penalty-Reward approach to the seven quality factors in the

TripAdvisor dataset the results for the 4 customer segments are as shown in Fig. 4.

4 This simple encoding approach shows some degree of arbitrariness. However, as the empirical

distribution of the raw data is also taken into consideration, the approach is recommended in the literature,

e.g., in Busacca and Padula (2005), Fuchs and Weiermair (2004), Matzler et al. (2004) and Matzler and

Sauerwein (2002).
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Fig. 4 Penalty Reward contrast
analysis for TripAdvisor data.
Indices are regression
coefficients. Significance levels
5 %*, 1 %**. 1 Value, 2 rooms,
3 location, 4 cleanliness,
5 checkin, 6 service, 7 business
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As in the previous tests, all multiple regressions show a strong explanation

power, are statistically significant, free of auto-correlated residuals and multi-

correlated variables.5 Therefore, again, the TripAdvisor data seems to be suitable for

identifying the factor structure of customer satisfaction with hotel quality domains

among different customer segments (Hair et al. 2006).

Figure 4 has to be interpreted as follows. If the reward index for satisfaction (þb)

is significant and surpasses the penalty value, the quality dimension can be

interpreted as an excitement factor. By contrast, if the penalty levels for satisfaction

(�b) are significant and surpass reward levels, the respective quality domain

represents a basic factor. Finally, if reward and penalty values are rather similar, the

quality domain contributes to tourist satisfaction only when its level of performance

is high (i.e. performance factor).

Somewhat surprisingly, for none of the customer segments, a clear excitement

factor could be identified, except for the ‘‘general service quality’’ dimension: in the

segment ‘‘budget family tourists’’ the positive reward index clearly surpasses the

negative penalty value. However, all remaining TripAdvisor rating dimensions can

be classified either as basic or performance factors.

The following more detailed observations can be made. For all customer

segments, ‘‘room quality’’ has a comparably strong potential to increase overall

satisfaction if its performance level is high. For senior tourist couples, also the

‘‘general service quality’’ shows similar potentials. On the other hand, the quality

factors ‘‘value for money’’, ‘‘room quality’’, and ‘‘cleanliness’’ can lead to

significantly lower overall assessments if their performance is low. The business

tourist segment has a different focus. Here, poor performance on ‘‘business

convenience’’ and ‘‘general service quality’’ can easily lead to strong penalties in

the overall assessment. Finally, for budget family tourists and also the young tourist

segments, low performance levels with respect to ‘‘room quality’’, ‘‘cleanliness’’ but

also the ‘‘location factor’’ make them assign lower overall scores for a hotel.

Overall, our exploratory analyses revealed both significantly differing factor

importance weights (Table 2) and Penalty-Reward profiles (Fig. 4) for the examined

customer segments. Being aware of these empirical phenomena can be particularly

valuable, as customers implicitly might use weighting schemes when they assess the

overall quality of the travel or tourism offering (Fuchs and Weiermair 2003; Peter

1985).

With respect to the results related to the factor importance weights, we could

observe that the seven rating dimensions capture most of the signal that determines

the overall rating value, as the adjusted R2 value is clearly above 0.75 for most

regression models in Table 2. However, the relationship between multi-criteria

ratings and the overall rating is moderated by the tourist segments, which we

determined with the help of user profile data and the travel context. Thus, the

relative influence of the specific rating dimensions varies for different customer

segments.

5 Adjusted R2 values are between 0.681 and 0.723, F values range from 74.28 to 429.24, DW is between

1.87 and 2.02, VIF between 1.224 and 2.087.
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The Penalty-Reward-contrast analysis also unveiled differences between the

studied individual customer groups. The results showed that high or low

performance values for certain quality dimension can have a significantly different

impact on the customers’ overall assessment.

2.5 Summary

Table 3 summarizes the insights gained so far from our empirical analysis. These

findings can not only be leveraged to build more accurate recommendation services

as will be shown in next section but they also help to give service providers a better

understanding of what is important for their customers and where there is room for

service improvements.

As a side note we would like to mention that TripAdvisor has modified its

rating criteria since data extraction for this paper took place. The two dimensions

Check-in and Business Services have been deleted, while the dimension Sleep

Quality has been introduced. This partly corresponds to our findings (Fig. 4) as

Business Services only insignificantly influence the overall rating assessments for

the customer segments 3 and 4. However, in our analysis the Check-in dimension

has been shown to be a basic factor for at least three of the four customer

segments.

3 Multi-dimensional rating feedback for recommendation

In the first part of this paper, we showed how existing rating data can be used to

identify customer group-specific weighting schemes. In our approach, the weights

were empirically determined by regression models explaining the overall rating

through the quality domains behind it.

In the second part of the paper we will demonstrate how we can make use of

these insights to further increase the accuracy of recommender applications in

tourism. In particular, we will demonstrate that we can apply regression type models

to identify item and customer-specific weighting schemes in order to improve the

information filtering and recommendation services on travel websites that target

individual customers.

Thus, we propose to use the multi-criteria ratings to learn factor importance

weights from the data for each user and hotel individually.6 Then we aim at

combining the resulting models in a weighted approach to achieve higher accuracy

when recommending hotels to customers. Thus, instead of determining the

aggregate weights for a specific customer segment as described in the previous

section, we follow an even more fine-granular automated approach and estimate the

relative weights for each customer individually.

6 In the following, we will use the term ‘‘rating’’ when we refer to a customer’s known or estimated

quality assessment for a hotel or its individual quality factors. The assessments for the quality factors are

termed ‘‘multi-criteria ratings’’, as this term is more common in the recommender systems literature.
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3.1 Multi-criteria collaborative filtering recommender systems

In traditional collaborative filtering (CF) recommender systems, the only input to

the system consists of item ratings of a larger user community (Jannach et al. 2010).

The rating scales typically range from one to five, as in the case of TripAdvisor and

Amazon.com. The task of a corresponding algorithm usually consists of predicting

ratings for the items that the customer has not seen yet and which represent the

potential recommendations. These unseen items can then be ranked according to the

predicted rating value, i.e., the expected overall quality assessment of the customer.

Generally, the goal of a CF recommender is to estimate a rating function R:

Users� Items! R0, where R0 is a totally ordered set, typically consisting of real-

valued numbers ranging between the lowest to the highest possible rating value.

While the input for learning the rating function R in the single-rating case is a

usually sparse user-item rating matrix, we additionally assume that we know the

detailed ratings in the multi-criteria case. Table 4 shows an example for such a

multi-criteria rating database.

When examining the fictitious example in Table 4 in more detail, we can make

the following observations. For user u1 (row 1 and row 2), it seems that the overall

rating roughly corresponds to the average of the detailed ratings for the hotel. In

contrast, user u2’s overall assessment seems to be biased towards Value and Rooms

and he gives high ratings even when his assessments for Location and Cleanliness

are comparably low. Thus, the first dimensions might be more important for this

user and one could try to recommend hotels, which also obtained high ratings by

other users in these dimensions.

In Adomavicius and Kwon (2007), two basic schemes for making rating

predictions based on multi-criteria ratings are proposed. The general idea of these

schemes can be summarized as follows.

1. Similarity-based approaches In traditional neighborhood-based collaborative

filtering algorithms, the first task is to find a set of like-minded users (also called

neighbors or peers) for a target user u, for whom a rating prediction is sought

for. This is usually done by comparing the ratings of the users with the help of

some similarity function or a correlation measure. The rating prediction can

then be made by combining the ratings of u’s peers in a weighted approach. The

Table 3 Summary of satisfaction analysis

Analysis Main findings

Linear SEM Room quality, cleanliness and service are the strongest single drivers behind the

perception of value for money and the overall rating

Segment analysis Hotel quality domains play quite different roles when determining the overall rating

for different segments, e.g. room quality is most important for youth tourists while

value for money dominates for budget family tourists

Penalty-Reward

model

Room quality is a performance factor for all segments; value for money and

cleanliness are mostly basic factors and general service quality is the sole

excitement factor (but only for segment budget family tourists)
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idea of similarity-based multi-criteria approaches is to retain the usual

prediction function but use a more fine-granular and multi-dimensional

similarity function, which also considers the detailed rating information.

Looking at the example in Table 4, we observe that both users gave a four-star

rating for hotel i2. A closer look, however, reveals that they might have

assigned this rating for different reasons and the users appreciated different

aspects of the hotel. Thus, the interest and preference similarity of these two

users might be not as high as the overall ratings suggest.

2. Aggregation-function based approaches This class of techniques consists of

two steps. In a first step, the detailed item ratings for the different criteria are

estimated for an unseen item. This can, for example, be done by considering the

ratings for each dimension as an individual recommendation problem.

Therefore, any existing single-rating recommendation algorithm can be applied,

e.g., to predict the rating for the location factor for a given user-item pair. In the

second phase, the estimated criteria ratings are combined with the help of an

aggregation function f to generate the prediction for the overall rating, i.e.,

R0 ¼ f ðR1; . . .;RkÞ. In the simplest form, f could simply return the average of

the input values. However, another, more promising approach on which we also

base our work, is to learn the combination weights for f from the available data.

Adomavicius and Kwon (2007) propose a method of the latter type of techniques

and approximate the function f for each item i using multiple linear regression. The

overall rating R0 can thus be viewed to be dependent on a linear combination of the

criteria ratings, where each criterion is assigned a weight wi, that is R0 ¼
w1R1 þ � � � þ wkRk þ c where the weights wi and the constant c are estimated from

the data.

For our the TripAdvisor dataset, the prediction function f for a certain hotel could

for example look like the one shown in Eq. 1. In the example, the weight factor

learned through regression from the data for the Rooms aspect of the hotel is lower

than the other aspects.

R0 ¼ 0:12 � Valueþ 0:08 � Roomsþ 0:19 � Locationþ � � � þ c ð1Þ

Once these weight factors are learned, we furthermore need an estimate of the user’s

ratings for the different quality dimensions like Value or Location. Since these

ratings (R1 to Rk) are also unknown, the idea is to estimate them from the data as

well. This can be accomplished by viewing each quality dimension as a recom-

mendation problem and applying any standard collaborative filtering algorithm.

Table 4 Multi-criteria rating database fragment for hotels

Row User Item Overall Value Rooms Location Cleanliness

1 u1 i1 4 3 3 5 5

2 u1 i2 3 2 3 4 2

3 u2 i1 4 5 4 2 3

4 u2 i2 5 5 5 3 4

132 D. Jannach et al.

123



In Adomavicius and Kwon (2007), an experimental evaluation of the different

techniques was conducted using a comparably small and dense dataset from the

movie domain. The experiments showed that multi-criteria recommendation

approaches and in particular aggregation-function based approaches using regres-

sion can outperform traditional baseline techniques such as the above-mentioned

nearest-neighbor approaches in terms of their predictive accuracy.

3.2 Proposed enhancements

In this section, we propose different enhancements to the regression-based approach

from Adomavicius and Kwon (2007), which target not only on accuracy

improvements, but should also help us to deal with the often very sparse data

situation in the tourism domain.

1. Combining user- and item-specific models A particular aspect of the work of

Adomavicius and Kwon (2007) is that they do not rely on one single set of

‘‘global’’ weights, but learn such weights for each individual item as shown in

Fig. 5. However, given the empirical evidence from the first part of this article,

we additionally propose to learn regression functions per user and combine the

predictions in a weighted approach where factor weights are automatically

determined for each user and item through an optimization procedure.

2. Applying feature selection In the tourism domain, the number of quality factors

for which the user can provide ratings, can be comparably large. However, not

all of these factors might be relevant as shown in the explorative analysis of the

Tripadvisor data previously presented in this paper. Therefore, we propose to

apply a feature selection procedure to factor out rating dimensions which carry

only little information and might introduce noise.

3. Using support vector regression Instead of using least squares regression as

done in Adomavicius and Kwon (2007), we propose to use support vector

regression (SVR) (Drucker et al. 1997), because this technique is also

applicable when there are very few data points and many coefficients to be

determined, which is a typical situation, e.g., for hotel booking platforms.

Furthermore, SVR has a limited tendency of overfitting and has been

Fig. 5 Learning regression functions per user
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successfully applied before to solve recommendation problems, e.g., Gedikli

and Jannach (2013) or Sen et al. (2009).

3.3 Combining user- and item-specific models

The empirical analysis in Sect. 2 in this paper has clearly shown that different

customer groups can be considered as quite heterogeneous with respect to which

quality factors are most important for them. Therefore, it would be in fact more

intuitive to learn preference weights rather per user or user groups than per item as

has been done and suggested in previous works (Adomavicius and Kwon 2007).

Learning such user-based regression models can be done in the same way as for

the item-based approach. The only difference is how we split the available data. In

our example in Table 4, we would use row 1 and 2 to learn the preference weights

for user u1 across all hotels he or she has visited and rated so far. Row 3 and 4

would correspondingly be the input to the regression problem for user u2.

The regression models can be learned in an offline training phase. At the end, we

obtain one model for each user. Learning these possibly many models is not

particular time consuming, since the number of input data points per model are

comparably small, e.g., 3–20 ratings of a particular user. The small number of data

points per model however led us to the choice of SVR as a learning technique, since

techniques like ordinary least squares for example require that there are at least as

many data points as there are dimensions. SVR is based on the same principles as

support vector machines (SVM), a popular supervised machine learning technique

used for classification tasks (Schölkopf and Smola 2001). Like SVMs it is based on

projecting the original data into higher-dimensional space and, in the case of

regression, do a linear regression in this space, which corresponds to a non-linear

regression in the ordinary space (Müller 1997).

First experiments indicated that relying only on user-based models does not lead

to satisfactory results for those users who have only rated very few items. The

number of available ratings per hotel is usually higher than for users. Therefore,

since both aspects might be relevant and contain relevant information, we propose

to learn both user- and item-based regression models and combine their predictions

as shown in Eq. 2.

r̂u;i ¼ wu � r̂user
u;i þ wi � r̂item

u;i ð2Þ

The estimated overall rating r̂u;i is thus computed as a weighted sum of the user-

model prediction r̂user
u;i and the item-model r̂item

u;i . One difference to existing

approaches is that we propose not to use global weights or a static weighting scheme

as in Jannach et al. (2012) but rather try to learn a weight parameter for each user

and item that minimize the difference between the predicted and the true rating for

the given data.

Technically, we apply an optimization procedure that is similar to the gradient

descent procedure that is also used in modern matrix factorization based

recommendation algorithms (Simon 2006; Koren 2010). After assigning initial
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default values to the weight parameters, we iterate over each user/item rating tuple

in the training data and compute the system’s current prediction by calculating a

weighted combination of the user-specific and item-specific regression functions.

The difference between the prediction and the true rating is then used to adapt the

weights to better fit the data. A detailed listing of the weight learning algorithm and

the optimization goal is given in the Appendix; further details about the algorithmic

approach are given in Jannach et al. (2012).

Generally, even though assessing the relative importance of, e.g., the cleanliness

of a hotel, based on only very few data points of an individual user might not be

very reliable, our empirical evaluation shows that these models do not hurt the

accuracy when combined with the item-based model. However, to obtain even more

accurate results for such cold-start users, we currently investigate the user of

clustering techniques. In such an approach, we would group users, items, or ratings

into clusters and learn regression functions for each cluster.

3.4 Feature selection

The number of available criteria ratings in the tourism domain can be relatively high.

In the data set which we obtained from HRS.com, for example, criteria ratings for up to

twenty different dimensions are available.7 While all these detailed rating can carry

valuable information, our hypothesis is, however, that it might be advantageous to use

only a subset of the data in the prediction process. In particular, given the comparably

high effort for the end user to fill out the relatively lengthy feedback form, users might

be tempted to fill out the forms not very carefully, which might introduce noise into the

data. At the same time, there might be dimensions which are misinterpreted by the

user. Thus, using a larger number of features could finally lead to overfitting effects,

such that the learned regression models are optimized for the historical data, but are not

general enough to work well for new visitors.

Feature selection is a common practice in various applications of machine

learning. In our context it means that we simply do not take certain quality

dimensions into account in the learning process and only retain those ratings in the

dataset that are related to quality dimensions which we assume to be particularly

relevant. In principle, the selection of relevant features can be done by a domain

expert. We are, however, interested in an at least partially automated process

through which the ‘‘optimal’’ (or at least ‘‘sufficiently good’’) subset of features is

identified. A basic strategy could be to determine the correlation between the overall

rating of a hotel with the ratings of each of the quality dimensions. If we observe

that, e.g., the rating for Rooms strongly correlates with the overall rating for the

hotel, we can assume that this quality dimension was important for the customer and

should be retained in the learning process. More details and a classification of

different systematic or heuristic approaches to feature selection can be found in

Guyon et al. (2006).8

7 The web site is regularly updated such that the number of rating dimensions varies over time.
8 An alternative idea to find the most important factors in the data and to avoid noise could be to apply

principal component analysis.
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In order to find a good subset of features (i.e. rating dimensions) for the hotel

booking domain, we evaluated the following three strategies.

– ST1 In this strategy, we first order the individual rating dimensions based on

their estimated relevance or influence on the overall rating. In particular, we use

the chi-square statistic (Liu and Setiono 1995) as a measure of relevance; other

relevance or correlation metrics are possible, but did not lead to largely different

feature rankings in our experiments. Then, we incrementally add one feature

after the other to the training data, make predictions for the test data and

measure the prediction error. At the end, we determine the subset of features that

leads to the smallest prediction error.

– ST2 This strategy is similar to ST1, but this time we remove individual features

from the current set when we observe that they lead to a deterioration of the

prediction error.

– ST3 Beside the straightforward incremental strategies ST1 and ST2, we also

made experiments with an optimizing technique based on an evolutionary

algorithm (EA). We used the methods available in the RapidMiner9 toolkit to

determine ‘‘good’’ feature sets through heuristic optimization (Mierswa 2009).

3.5 Experimental analysis

We conducted different experimental analyses using historical rating data from two

different domains. The goal of the evaluation was to assess to which extent

individual importance weights for the different quality factors can help us to

generate more accurate recommendations.

We rely on a typical experimental evaluation design used, e.g., in the fields of

information retrieval and recommender systems where the datasets are split into a

training and a (hidden) test dataset. Then, given the data in the training dataset, the

task for a recommender system is to predict the hidden ratings in the test dataset or

to rank them according to their predicted relevance for an individual user. To assess

the quality of the rating predictions, the aggregate prediction error can be calculated.

Similarly, measures exist to assess the generated personalized item rankings.

3.5.1 Datasets

The two datasets from the tourism domain contain multi-dimensional rating

feedback from hotel booking platforms (TripAdvisor, TA; HRS.com). A third data

set from a different domain—ratings from the movie platform Yahoo!Movies

(YM)—was used for the purpose of demonstrating the external validity of the

proposed techniques that can also be applied in other application domains.

– TripAdvisor The dataset has been already described in Sect. 2, based on which

we made the explorative analysis of the weighing schemes related to the

9 http://www.rapidminer.com.
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satisfaction factors (quality domains). The sparsity of this dataset is comparable

to the HRS dataset discussed next.

– HRS.com The dataset contains multi-dimensional ratings for up to 20 criteria,

which are provided on a 1–10 scale. In addition, an overall rating on a 1–3 scale

is given. Compared to previous works on multi-criteria RS in which the data is

pre-processed and filtered (Adomavicius and Kwon 2007), our real-world data

set is extremely sparse and the number of ratings per user and item is very low.

– Yahoo!Movies A dataset which we obtained from the Yahoo!Movies website

through a crawling process. The dataset contains an overall rating for movies as

well as sub-ratings for four dimensions (story, acting, direction, visuals). We

transformed the ratings which were given on a 13-point rating scale (A? to F) to

the usual 1–5 rating scale to make our work comparable with previous works

who used a similar dataset.

In order to evaluate how the density of the dataset influences the prediction

accuracy we created subsamples for the HRS, TA and YM datasets, in which we

varied the minimum number of ratings per user and item. The dataset characteristics

are summarized in Table 5. The dataset names indicate the minimum number of

ratings per user and item. HRS-5-5 for example means that each user in the dataset

has rated at least 5 items and that for each hotel at least 5 ratings are available.

3.5.2 Algorithms and evaluation method

Algorithms We compared the performance of the following recommendation

algorithms.

– Single-rating prediction (ignoring multi-criteria ratings):

1. SLOPEONE A single-rating algorithm proposed in Lemire and Maclachlan

(2005), whose performance is comparable to classical nearest neighbor

approaches but is less computationally intensive.

2. FUNKSVD A more recent technique based on matrix factorization.10

Approaches based on matrix factorization (MF) have shown to lead to

accurate results in the Netflix prize competition. We also made experiments

with Koren’s MF approach (Koren 2010), which led to similar results.

– Multi-criteria rating algorithms:

1. MC-SIMILARITY A similarity-based approach as described in Sect. 3.1.

Experiments showed that the worst-case similarity as proposed in Adom-

avicius and Kwon (2007) worked best for our setting.

2. LS-REGRESS-* This technique corresponds to the aggregation-function based

approach from Adomavicius and Kwon (2007), who use ordinary least

squares regression. We made experiments both with per-item regression

models (LS-REGRESS-I) and per-user models (LS-REGRESS-U).

10 http://sifter.org/*simon/journal/20061211.html.
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3. SV-REGRESS-* Basically the same as LS-REGRESS-* with the difference that

we use support vector regression as an underlying technique.

4. WEIGHTEDSVM Our newly proposed method described in Sect. 3.2 which

combines the predictions of SV-REGRESS-U and SV-REGRESS-I in a weighted

approach.

For the aggregation-function based approaches (i.e. all regression-based ones),

we need an additional technique to predict the criteria ratings of the target item as

described in Sect. 3.1. We used a traditional neighborhood-based method with

Pearson correlation as a similarity function for all algorithms. Experiments in which

we used MF-based approaches for that purpose interestingly led to worse results.

Quality measures As typical in the literature, we use the accuracy measures root-

mean-square-error (RMSE), precision and recall to assess the quality of the

recommendations of the different algorithms (Jannach et al. 2010). To measure the

RMSE, we randomly split the data into 95 % training and 5 % test data and repeated

the experiments to factor out effects of randomness. The reported values correspond

to the average RMSE of 30 evaluation runs.

To determine precision and recall, we used the protocol variant of Nakagawa and

Mobasher (2003). In particular, we transform the rating predictions into ‘‘like’’ and

‘‘dislike’’ statements, where ratings above the user’s mean rating are interpreted as

‘‘like’’ statements. We then compare the existing like statements (ELS) with the

predicted like statements (PLS) returned by the recommender, where jPLSj � jELSj.
Precision is defined as

jPLS\ELSj
jPLSj and Recall is measured as

jPLS\ELSj
jELSj . Since precision

and recall represent a trade-off, we report the harmonic mean of precision and

recall, i.e. the F1 measure 2� precision�recall
precisionþrecall

, obtained from a five-fold cross-

validation procedure. Finally, we also report the coverage numbers, where we use a

coverage metric that counts the fraction of ratings in the test set for which an

algorithm could make a prediction.11

Table 5 Dataset characteristics

Name #Users #Items #Overall ratings

HRS-5-5 1,162 1,203 4,564

HRS-3-3 1,768 1,762 9,712

HRS-RAW 1,582 2,277 10,347

TA-5-5 2,321 2,119 16,907

TA-3-3 13,048 12,342 83,397

TA-RAW 40,970 44,098 137,566

YM-20-20 429 491 18,504

YM-10-10 1,827 1,471 48,026

YM-5-5 5,978 3,079 82,599

11 For the Yahoo!Movies dataset, we also made experiments in which we measured the mean absolute

error (MAE) as well as Precision@5 and Precision@7 to compare our work with previous results from the

literature. The results are reported in detail in Jannach et al. (2012).
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3.5.3 Accuracy results

HRS dataset In Table 6, we report the obtained accuracy results for the different

HRS datasets in terms of the RMSE. Technically, the RMSE measure aggregates

how much the rating value predicted by a recommender system deviates from the

true (hidden) rating. Thus, the lower the RMSE value, the better an algorithm is

capable of predicting the user’s assessment for an unseen item.

The results show that WeightedSVM, the proposed weighted combination of

user- and item-based regression models, consistently outperforms the other methods

for all datasets. The results confirm that the availability of more data leads to

smaller errors. Even though the absolute numbers cannot be directly compared

because of the different dataset sizes, the best results are achieved with the smallest

but most dense dataset HRS-5-5. For this dataset, we can also observe that the

similarity-based approach MC-Similarity outperforms SlopeOne, which has

a correspondence to the work of Adomavicius and Kwon (2007) who could show

that taking into account multi-criteria ratings can be better than using traditional

approaches. Our work, however, shows that better accuracy values can be achieved

even when compared with more recent matrix factorization techniques.

Coverage numbers are unfortunately not reported in Adomavicius and Kwon

(2007). In all our experiments we observed a coverage problem for the similarity-

based approaches, which make them less appropriate for real-world scenarios; the

scalability of this neighborhood-based approach is similarly limited.

The approaches based on Ordinary Least Squares regression cannot be computed

for this dataset, because they require that there are at least as many data points per

user or item as there are coefficients to be estimated in the regression model. In our

particular setting, however, we have up to twenty dimensions but for most users and

hotels only very few ratings.

TripAdvisor dataset In case of the TA dataset with the highest rating density

(TA-5-5), the SVM-based scheme again outperforms the other techniques as

shown in Table 7. The similarity-based approach performed worst on all datasets

and has a very low coverage. When the sparsity of the data set is increased, the

predictions of the matrix factorization technique are, however, either equally

accurate as those of the SVM-based method (TA-3-3) or even slightly better (TA-
RAW). This indicates that a hybridization strategy which switches between

recommenders depending on the available amount of ratings or combines the

different predictions in a weighted approach might be appropriate in this scenario.

Movie dataset When finally measuring the predictive accuracy on the dataset

from the movie domain, we can again make the observation that the weighted

approach works best in terms of the RMSE, see Table 8. What can however be

observed is that all regression- and multi-criteria-based models work much better

here than the single-rating approaches, which we attribute to the much denser rating

information that is available in this setting.

Table 9 reports the F1 values (i.e. the harmonic mean of precision and recall

measures Jannach et al. 2010) for the HRS and YM dataset. Generally, the ranking

of algorithms follows the trend of the ranking based on the RMSE. The results for

the F1 measure for the TA dataset are finally shown in Table 10. Similar to the other
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datasets, the regression-based approaches work particularly well on this measure

across all dataset variations, despite the fact that the matrix factorization method

was better on the RMSE measure for the sparse TA datasets. Another interesting

aspect here is that the performance of the similarity-based approach as well as

SLOPEONE strongly degrade in these experiments.

Discussion Our analysis shows that the proposed multi-criteria approaches can

predict the user’s quality assessment better than previous techniques and can thus

serve as a basis for building high-quality recommendation services on tourism

Table 6 RMSE results for the HRS datasets

Algorithm HRS-5-5 HRS-3-3 HRS-RAW

SlopeOne 0.68 (1.0) 0.71 (0.99) 0.77 (0.72)

Funk-SVD 0.60 (1.0) 0.64 (0.99) 0.66 (0.73)

MC-Similarity 0.65 (0.32) 0.71 (0.12) 0.77 (0.31)

SV-Regress-I 0.59 (1.0) 0.62 (0.99) 0.72 (0.73)

SV-Regress-U 0.61 (1.0) 0.66 (0.99) 0.66 (0.72)

WeightedSVM 0.52 (1.0) 0.56 (0.99) 0.61 (0.73)

coverage is shown in parentheses

Table 7 RMSE results for the Trip Advisor datasets

Algorithm TA-5-5 TA-3-3 TA-RAW

SlopeOne 0.99 (1.0) 1.04 (1.0) 1.07 (0.82)

Funk-SVD 0.94 (1.0) 1.00 (1.0) 1.01 (0.82)

MC-Similarity 1.20 (0.3) 1.12 (0.07) 1.18 (0.23)

SV-Regress-I 1.00 (1.0) 1.08 (1.0) 1.14 (0.82)

SV-Regress-U 1.03 (1.0) 1.12 (1.0) 1.17 (0.82)

WeightedSVM 0.91 (1.0) 1.00 (1.0) 1.05 (0.82)

coverage is shown in parentheses

Table 8 RMSE values for the Yahoo!Movies datasets

Algorithm YM-20-20 YM-10-10 YM-5-5

SlopeOne 0.81 (1.0) 0.89 (1.0) 0.97 (1.0)

Funk-SVD 0.83 (1.0) 0.87 (1.0) 0.91 (1.0)

MC-Similarity 0.87 (0.99) 0.93 (0.56) 0.99 (0.24)

LS-Regress-U 0.65 (1.0) 0.72 (1.0) 0.83 (0.97)

LS-Regress-I 0.70 (1.0) 0.79 (1.0) 0.82 (0.97)

SV-Regress-I 0.66 (1.0) 0.69 (1.0) 0.72 (1.0)

SV-Regress-U 0.60 (1.0) 0.65 (1.0) 0.73 (1.0)

WeightedSVM 0.57 (1.0) 0.60 (1.0) 0.63 (1.0)

coverage is shown in parentheses
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platforms. Depending on the dataset characteristics, the accuracy improvements can

be substantial. A deeper and systematic analysis of the factors that influence the

accuracy of the different techniques as done, e.g., in Adomavicius and Zhang (2012)

has however not been done so far.

3.5.4 Features selection results

In a further set of experiments we finally tried different feature selection strategies

as described in Sect. 3.4. In Table 11, we show the results when applying the

incremental strategy ST1 on the HRS dataset. To apply the strategy, we first ranked

the rating dimensions based on the strength of their relationship with the overall

rating using the chi-square statistic. The most important features for the HRS data

were ‘‘value for money’’ and ‘‘hotel ambiance’’, which was also confirmed to be

plausible by the domain experts of HRS.12

An interesting and somewhat surprising aspect that can be seen in Table 11 is that

using only the most important quality factor leads to results that are close to the

result that we obtain when using all the dimensions. Adding a small number of

additional quality factors, however helps us to further decrease the RMSE. (Re-)

Adding the remaining dimension leads to a slight deterioration of the results.

Table 9 F1 values for the HRS and Yahoo!Movies datasets

Algorithm HRS-5-5 HRS-3-3 HRS-RAW YM-20-20 YM-10-10 YM-5-5

SlopeOne 68.40 46.40 8.31 78.47 82.64 87.39

Funk-SVD 85.33 88.36 69.13 78.62 83.30 89.07

MC-Similarity 26.99 13.55 5.91 75.97 52.47 32.87

LS-Regress-I – – – 86.35 88.14 90.07

LS-Regress-U – – – 87.04 88.43 73.66

SV-Regress-I 88.82 90.60 69.72 87.64 89.93 93.37

SV-Regress-U 87.69 89.50 71.05 86.35 88.18 91.42

WeightedSVM 90.39 91.67 71.00 88.70 91.53 94.32

Table 10 F1 results for the TripAdvisor datasets

Algorithm TA-5-5 TA-3-3 TA-RAW

SlopeOne 70.6 48.4 40.8

Funk-SVD 87.8 88.8 75.2

MC-Similarity 13.4 2.7 2.6

SV-Regress-I 88.9 89.5 75.7

SV-Regress-U 89.4 89.5 76.0

WeightedSVM 90.6 91.0 76.8

12 We limited our tests to the 14 most relevant dimensions according the Chi-square statistic.
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These observations, therefore, confirm our assumption that not all criteria ratings

are equally valuable and that the corresponding feedback dimensions should be

taken with care.

Applying strategy ST2, which includes the removal of features that cause the

RMSE to increase, led to a similar slight improvement of the RMSE after the first

few dimensions. Removing dimensions which did not lead to an RMSE

improvement did however not help us to get significantly better results.

Finally, the evolutionary optimization procedure used in strategy ST3 led to

RMSE results that were comparable to the results that were obtained when all

dimensions are included as shown in Table 6.

When applying strategy ST1 on the YM dataset, we could observe that leaving

out detailed rating feedback in every case led to a decrease of the accuracy. In

contrast to the HRS dataset, the number of rating dimensions for the movie dataset

is very low and comprises only 4 dimensions and all of them can be helpful to better

estimate the user’s true preferences.

Discussion Some booking platforms allow customers to evaluate the hotels along

quite a number of different dimensions. The following observations can be made.

First, the correlation analysis corroborates our findings from Sect. 2 that not all

features are equally relevant for the user. Second, there seem to be a number of key

quality factors like ‘‘value-for-money’’ which strongly determine the overall

evaluation while others are not particularly relevant or even introduce noise. From a

practical perspective, the selection of quality dimensions on which customers can

give feedback should be done with care. The selected rating dimensions should first

of all be both understandable and relevant for the decision process for the

customers. At the same time, the number of rating dimensions should probably be

kept small in order to obtain high-quality reliable feedback.

4 Relation to other works

Recommender systems are nowadays used in a variety of domains as a tool to

support the online customer in the information filtering, decision making and

buying process. In the travel and tourism domain, such systems are for example

developed to help the customer in the pre-trip information search and decision

making process. Examples of recent research include knowledge-based and

conversational approaches to filter destinations and select travel packages

(Jannach et al. 2009, 2007; Zanker et al. 2008), context-aware recommendation

of places of interest (Baltrunas et al. 2011), mobile recommenders (Ricci 2011),

or the development of more intelligent user interaction strategies (Mahmood

et al. 2009).

Recommendation in the tourism domain has some specific particularities and

challenges, which are not present in more classical RS application domains, in

which especially collaborative filtering (CF) techniques have been successfully

applied in the past. Customers in the tourism domain, for example, do not purchase

items as frequently as customers of an online book store or movie rental system.

Thus, the amount of user feedback and the buying history available for building
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systems based on collaborative filtering techniques may be limited, which is why

conversational approaches are often chosen. Furthermore, the context of the traveler

or tourist is particularly relevant. Think, e.g., of making recommendations for a

group of people traveling together. Also, the type of the trip (business or private) or

seasonal aspects can be important when recommending tourism products.

At the same time, multi-dimensional ratings are quite common in the tourism

domain but not so popular yet in other domains. While there exists quite a body of

research in multi-criteria decision making and optimization, see Manouselis and

Costopoulou (2007), exploiting multi-criteria rating information for collaborative

filtering is comparably new. In Adomavicius et al. (2011), an overview of recent

research in this area is given, in which the following approaches are identified which

can be considered to be multi-criteria based:

1. Classical information retrieval systems (content-based recommenders), which

try to learn content-based preferences of a user based, for example, on the given

overall ratings for the items.

2. Retrieval systems which allow users to state their general or specific

preferences using a set of predefined categories. Typical examples are given

in knowledge-based or critique-based recommendation systems (Jannach and

Kreutler 2005).

3. Multi-criteria rating recommenders, in which users are allowed to specify their

preferences (ratings) for individual items along different dimensions.

The work presented in this paper clearly falls into the third category and we will,

thus, limit the discussion to related works of this category.

Table 11 RMSE values for feature selection ST1 for the HRS-RAW and HRS-5-5 datasets

Features HRS-RAW HRS-5-5

1 0.61 0.52

2 0.61 0.49

3 0.59 0.49

4 0.59 0.49

5 0.61 0.48

6 0.60 0.49

7 0.60 0.50

8 0.61 0.50

9 0.61 0.49

10 0.60 0.49

11 0.60 0.50

12 0.61 0.50

13 0.62 0.50

14 0.62 0.51
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An extension of the Flexible Mixture Model (FMM) for collaborative filtering of

Si and Jin (2003) to incorporate multi-criteria ratings was proposed in Sahoo et al.

(2012) and Sahoo et al. (2006). In their work, the authors try to automatically detect

existing dependency structures within the criteria ratings (which they call multi-

component ratings). These dependencies are then incorporated in the probability

calculations. Based on a dataset obtained from Yahoo!Movies they could

empirically show that their extended FMM model can lead to a higher prediction

accuracy than when only the single-rating model is used, at least for low-density

data situations.

Zhang et al. (2009) proposed a related probabilistic approach which extends the

the probabilistic latent semantic analysis (PLSA) model (Hofmann 2004) to the

multi-criteria rating case. In their analysis they could show that their model is

capable to outperform a traditional item-based nearest neighbor approach which

uses only the overall rating on a YM dataset.

The application of multi-linear singular value decomposition (SVD) to exploit

information about the user’s current context as well as multi-criteria ratings in the

recommendation process was proposed by Li et al. (2008). Their experimental

analysis in a restaurant recommendation scenario showed that their approach was

better in terms of precision and recall than a comparably weak baseline algorithm

that only used the overall ratings as an input.

Since the datasets used in the above-mentioned evaluations are not publicly

available, a direct comparison with our approach is not possible. In our view,

however, the single-rating matrix-factorization model used in our experiments

represents a much stronger baseline than traditional nearest-neighbor approaches

used in previous works on multi-criteria recommender systems.

Another recent multi-criteria recommendation approach based on clustering of

users was presented by Liu et al. (2011). In their work, they assume that for each

user there are quality factors (and rating criterions) which are more important than

others and thus dominate the decision process. Correspondingly, they try to cluster

users according to their criteria preferences and base their rating predictions on

users in the same cluster. Similar to our work, they evaluate their approach based on

a dataset from TA and can show that the prediction accuracy can be significantly

improved with their approach when compared to a traditional single-rating

approach.

Their work is similar to ours in that we try to determine a user-specific weight for

the different quality factors. The clustering technique is in our view complementary

to our approach. One possible limitation of their approach could be that in the

experiments of Liu et al. the dataset is preprocessed in a way that only users are

considered which have rated at least 20 hotels, which we believe is a relatively

strong assumption. On the other hand, basing personalized recommendations only

on a few ratings can be a risky strategy. In our view, more work is therefore required

to determine the right point for switching, e.g., from the ‘‘safe’’ recommendation of

top-ranked hotels to personalized recommendations.
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5 Limitations

The empirical study in the first part of the paper was based on data systematically

harvested from a tourism platform, where all available ratings for 14 metropolitan

destinations located on 4 different continents (America, Europe, Asia and Australia)

have been collected. Therefore, the findings mainly apply to the assessment of city

hotels and ratings of hotels situated in other traditional travel destinations such as

beaches or mountains are not included.

However, the algorithmic evaluation in the second part showed that exploiting

the individual weights of the users’ multi-criteria ratings leads to accuracy

improvements on data from two different tourism platforms and also on non-tourism

related data. Still, while our experiments showed that relying on multi-criteria rating

information for recommendation can be helpful not only in the tourism domain, all

datasets used in our experiments are comparably small. Additional experiments with

larger datasets are therefore required to analyze if and to which extent the

effectiveness of the algorithms varies depending on the amount of available data.

Unfortunately, no such dataset containing multi-criteria ratings is publicly available

yet.

In general, the evaluation of the predictive accuracy is based on a standard

experimental methodology for benchmarking recommendation algorithms. In

particular in the tourism domain, the suitability of a certain offering can however

be highly dependent on the situational context of the user. For a customer being on a

business trip quality factors like Internet availability or other business services

might be important decision criteria. When the same customer looks for a hotel for a

private stay over the weekend with the family, other aspects might be more relevant.

While context-aware recommendation techniques have obtained increased interest

in recent years, in our view more research is required to understand how to consider

these contextual factors into the recommendation processes.

Finally, prediction accuracy is only one possible evaluation criterion when

comparing different recommendation techniques. Aspects like the diversity,

homogeneity, familiarity, novelty or serendipity of the recommendations can be

important factors that determine the success and user acceptance of a recommender

system (Jannach et al. 2013). Some of these aspects can however not be evaluated

based on offline experimentation with data but only by involving real users.

6 Summary and conclusions

The paper presented an empirical analysis of multi-criteria customer feedback on

TA that provided clear evidence that different customer segments weight the

relative importance of rating dimensions differently when making their overall

assessments of an accommodation. A more detailed analysis based on the Kano-

model led also to a qualitative assessment of the rating dimensions by classifying

them into basic, excitement and performance factors that supports service providers

to specifically design services for different segments.
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Based on the empirical evidence of different weight assessments for the rating

dimensions by different tourist segments and assuming a long rating history of users

we developed a recommendation and prediction mechanism following the

collaborative filtering paradigm that takes the different weights for rating

dimensions into account and learns a prediction model that not only employs

optimal weights for each segment but for each user and each item individually. In an

extensive evaluation on real-world datasets from two tourism platforms (TA and

HRS) as well as from the movie domain we can show that our proposed approach

consistently outperforms other state-of-the-art techniques in terms of the traditional

accuracy measures used in the recommender systems research community.

In case of cold-start users a tourism platform could also incorporate segment-

specific weights for ranking search results. However, in the latter case an algorithm

must be able to automatically assign users to customer segments based on their self-

reports, demographics or other criteria. Furthermore, knowing about the qualitative

differences in the appreciation of different criteria can be used to generate segment-

specific item descriptions and explanations (Zanker and Ninaus 2010) in order to not

only more accurately predict items of interest but also to create more persuasive

(Yoo et al. 2013) interaction experiences.

Appendix: parameter optimization for weighted prediction model

The goal of the weight optimization process described in Sect. 3.3 is to find weight

parameters wu� and wi� that minimize the prediction error on the training data and

at the same time do not overfit the model to the data. The optimization goal is given

in Eq. 3, where K corresponds to the user-item rating tuples in the training set and

lambda is the penalty factor.

min
wi�;wu�

X

ðu;iÞ2K

ru;i � ðwu � r̂user
u;i þ wi � r̂item

u;i Þ
� �2
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i
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i

 !

ð3Þ

Algorithm 1 shows our procedure to iteratively optimize the weights similar to the

gradient descent approach from Koren (2010) and other recent works. The algorithm

starts with randomly chosen initial weights and iterates over all ratings in the

training set. It generates predictions with the current weights and compares them

with the true ratings. Based on the observed error, the weights are then slightly

adjusted. This procedure is repeated for a pre-defined number of iterations (e.g., 50).

The parameters c and k determine the step size for the weight adaptation and a

penalty factor for overfitting (Jannach et al. 2012).
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